Contribution in the journal have been reviewed and approved by the editorial board. Contributions are not edited.

© University of Pardubice, 2015
ABOUT JOURNAL

Scientific Papers of the University of Pardubice, Series D journal aims to be an open platform for publication of innovative results of theoretical, applied and empirical research across a broad range of disciplines such as economics, management, finance, social sciences, law, computer sciences and system engineering with the intention of publishing research results, primarily academics and students of doctoral study programmes in the Czech Republic and abroad.

The journal is published every year since 1996 and papers are submitted to review. The paper is included in the List of reviewed non-impacted periodicals published in the Czech Republic, it is also indexed in Scopus, EBSCO Publishing and ProQuest. The journal is published 3x per year.

CONTENTS

ASSESSMENT OF E-GOVERNMENT IN EU COUNTRIES
ARDIELLI EVA, HALÁSKOVÁ MARTINA ................................................................. 4

SELECTION OF A FORECASTING METHOD: ANALYTICAL HIERARCHY PROCESS APPROACH
BARTUSKOVÁ TEREZIE, PAPALOVÁ MARCELA, KRESTA ALEŠ ...................................................... 17

EVALUATING THE IMPACT OF OPEN DATA USING PARTIAL LEAST SQUARES STRUCTURAL EQUATION MODELING
BÍLKOVÁ RENÁTA, MÁCHOVÁ RENÁTA, LNĚNIČKA MARTIN .................................................. 29

HISTORICAL ASPECT OF THE INDIVIDUAL-FOCUSED TRAINING OF THE PROFESSIONAL TUTORSHIP IN XXI CENTURY
DYUZHEVA MARINA ........................................................................................................... 42

PRODUCTION-CONSUMPTION PATTERNS OF BEHAVIOUR OF EUROPEAN REGIONS
KRAFTOVÁ IVANA, MATĚJA ZDENĚK ............................................................................. 52

EFFECT OF CONTROLLING ON THE ECONOMIC PERFORMANCE OF SMEs IN THE CZECH REPUBLIC
KRUML LUKÁŠ, DUSPIVA PAVEL ................................................................................ 63

E-GOVERNMENT DEVELOPMENT INDEX AND ITS COMPARISON IN THE EU MEMBER STATES
LNĚNIČKA MARTIN ........................................................................................................ 75

AN ANALYTICAL HIERARCHY PROCESS MODEL FOR THE EVALUATION OF THE E-GOVERNMENT DEVELOPMENT
MÁCHOVÁ RENÁTA ........................................................................................................ 88

MACROECONOMIC AND CAPITAL MARKET DETERMINANTS OF INITIAL PUBLIC OFFERINGS: A TIME-SERIES ANALYSIS IN THE POLISH CAPITAL MARKET
MELUŽÍN TOMÁŠ, ZINECKER MAREK, MELUŽÍNOVÁ JANA ............................................... 101

ASSESSING THE DEGREE OF BALANCE BETWEEN STAFF DISPOSITIONS AND THEIR JOB POSITIONS USING FUZZY LOGIC
MYŠKOVÁ RENÁTA ........................................................................................................ 113

LEAN: 4W & 1H OF LEAN IN MEDICAL FACILITIES
VAVRUŠOVÁ VERONIKA .......................................................................................... 125

IS CZECH HEALTH CARE GOING TO BE LEAN?
VITÁSKOVÁ EDITA ........................................................................................................ 137
ASSESSMENT OF E-GOVERNMENT IN EU COUNTRIES

Eva Ardielli, Martina Halásková

Abstract: E-government is one of the priority trends of public administration modernization in the EU countries (28). The paper deals with the evaluation of the e-government state, because of the importance of e-government as a tool of progressive modernization of public administration. The presented research is specifically focused on the comparison of the current state of e-government in the European Union and the assessment of the position of the Czech Republic on the basis of e-government indicators. The attention is paid to e-government indicators monitored by international institutions (United Nations, European Union and Eurostat) using TOPSIS method. Evaluated data describe the state of e-government in EU countries in the year 2013. In the research, there was selected the final list of variants (monitored EU countries) and criteria (e-government indicators - User Centric Government, Transparent Government, Citizen Mobility, Business Mobility, Key Enablers, Online Service Index, E-Participation Index, Individuals Using Internet and Enterprises Using Internet). The results of the evaluation of the EU countries in terms of the state of e-government by TOPSIS method in the 2013 acknowledged, that the best ranking in this field obtained Estonia, then the Scandinavian countries (Finland, Sweden) and Malta. The worst state of e-government was reported in Romania, Bulgaria and Croatia. The Czech Republic then in the evaluation of e-government occupied the 24th position across all EU countries (28).
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Introduction

E-government belongs to important current trends of modernization efforts of public administration [19, 28] and it is also the subject of various international comparisons, as discussed by [2] or [5]. Interpretation of the term “e-government” is quite broad and divergent. The general definition describes e-government as the use of information and communication technologies (ICT) in a way of government transformation for the purpose of increasing availability, effectiveness and accountability. According to United Nations (UN) [29] e-government is the use of ICT and its application by the government for the provision of information and public services to the people. On the other hand the European Union (EU) defines e-government as the use of ICT in public administration combined with organisational change and new skills in order to improve public services and democratic processes and strengthen support to public policies. The importance of e-government in the context of the modernization of public administration is dealt also by domestic authors such [16, 17 and 24]. E-government here does not simply represent the direction of public administration modernization, but it is also discussed as a tool for modernizing public administration. Also [29, 22] highlight the role of e-government to provide significant opportunities to transform public administration into an instrument of sustainable development.

The aim of this paper is to compare the current state of e-government in accordance to the theoretical and empirical approach in the EU based on indicators of e-government.
The evaluation is focused on indicators monitored by international institutions (UN, EU and Eurostat) using TOPSIS method. The state of e-government is evaluated in the EU (28) including assessment of the position of the Czech Republic (CR) in the year 2013. This stated objective is supported by the research question whether are in average the results of e-government state in the original EU countries (EU-15) better then results of e-government state in the EU countries accessing the EU in 2004 (EU-10).

The structure of the article is devoted into introduction and theoretical statement, where attention is paid to the importance of information and communication policy and e-government as one of the important tools to the development of the information society. The results of empirical research then evaluate e-government in EU countries and in the CR by usage of TOPSIS method. Unlike other studies, the evaluation of e-government is performed not only for individual EU countries (EU-28) but also for the average of different groups of EU countries (average of EU-28, EU-15, EU-10 and EU-25).

1 Statement of a problem

When talking about computerization of public administration in the international dimension, there has been steadily working with the designation “e-government”, as stated in [24]. The involving of ICT in public administration activities is the standard part of the of public administration modernization nowadays both in developing and transition countries. A significant role is attributed primarily to Internet access to general public. In [28] is highlighted especially the role of web-based technologies to deliver the government services. There are many advantages to promote new technologies in public e-services. They are in opposite to traditional structures non-hierarchical, two-way, and available 24 hours a day, seven days a week. This character of Internet delivery helps citizens to seek information in more comfortable way, not just when a government office is open [32]. The interactivity of the Internet is also expected to improve government accountability as it makes government more responsive to the needs and demands of citizens. In the EU, the e-government has also high priority in the modernization of public administration. E-government is one of the measures that are aimed to take advantage of information and communication technologies across Europe [27]. In times of considerably limited public resources ICT can help the public sector to find innovative ways of services delivery to citizens while increasing efficiency and reducing costs [6, 7].

1.1 E-government as a part of the European Information Policy

Fundamentals of the political decision to invest in e-government services have been established in the Lisbon Strategy, which was approved by EU member states in the year 2000. Contemporary concept of e-governance in the EU is based on the original eEurope initiative, which has been promoted in the EU since 1999 [23, 24].

E-government is in the European Information Policy considered as one of the tools for building an information society. Prospectively, it is assumed here the certain standardization of supply range of electronic public services and the way of services providing, which should ensure interconnectivity of some e-government solutions across EU member states. In this connection there is spoken about “Pan-European e-services”, as shown in [13, 24]. In 2002 was introduced continuing eEurope 2005 initiative, where e-government also played significant role. Currently is the essential European strategic framework for e-government development called “Digital Agenda for Europe”. This
document was adopted in the year 2010 and it is one part of the Europa 2020 initiative. This strategy primarily highlights the current variability of the e-government services provision across the EU, the lack of cross-border coverage and low utilization by citizens. To the promotion of e-government and its enforcement in practice across EU member states there are created so called “Action plans”. These documents contain specific measures and recommendations for the successful implementation of specified measures. The current action plan is called „The European eGovernment Action Plan 2011-2015“ and it was adopted in 2010, see [12]. The European Commission has specified here the objectives of the “Digital Agenda” strategy in the field of e-government. The main tasks and objectives of the “Action Plan”, as stated in [21], have been defined in cooperation with professional and scientific community dealing with research and development of e-government services. They are in line with European trends, concretely:

- Services designed based on users' needs.
- Common creation of public services and public administration (the principle of WEB 2.0).
- Re-use of public sector information.
- Strengthening of public administration transparency and participation of public in decision-making processes.
- Development of so called “Cross-border public services” and the simplification of citizen's and entrepreneur's mobility.
- General streamlining of organizational processes in public administration.

These selected targets show that the political priority of the EU is the increase of accessibility of public administration services to citizens and the private sector which can be regarded as a positive development. Another important trend of contemporary European e-government is the development of e-participation. This is the introduction of innovative electronic tools that enable basically anyone to involve actively in decision-making processes of government.

1.2 Approaches to the evaluation of e-government at the supranational level

E-government has been monitored as a part of the activities of many organizations. Approaches to e-government monitoring differ considerably across organizations, for example Eurostat [14] processes and evaluates data in the field of e-government by indicators measuring the interaction of citizens and businesses with public administration. The OECD has been involved in monitoring of the usage of ICT in EU member countries, see [21] or [7], but e-government as a specific area is not measured here. OECD also deals with economic analysis of e-government, see [22], focusing on identification of the e-government impacts in terms of costs and benefits comparison. In contrary European Commission's approach to e-government evaluation is connected with the effectiveness evaluation of European Information Policy [9]. This activity is based on the obligations of the European institutions. For the purpose of European Information Policy evaluation, there was designed the evaluation framework of basic e-services by the organization Capgemini [4]. These services are evaluated annually in the EU. The evaluation of selected aspects of e-government is at the international level also dealt with benchmarking of UN. There is evaluated the practice and progress of UN member countries in e-government. UN [30] deal with the evaluation of e-government on the basis
of the annual evaluation of “eGovernment Readiness index” and “E-participation index”. In contrast, on the distinction of different levels of “overall maturity scores” of e-services is based the evaluation of the organization Accenture from 2000, see [1].

However, e-government data of international organizations and other institutions are not consistent with each other, as they have been monitoring different time periods using different methodologies of data collecting and data processing. They have been also focusing on description of different sub-areas of e-government services according to the specific needs and purpose of the organizations. The paper focuses therefor on the synthesis of these approaches. In this way is possible to achieve the comprehensive information on the state of e-government in the EU countries. The bases to the e-government evaluation are the e-government indicators monitored by Eurostat, UN and European Commission, see [9], [14], [30].

2 Methods

The method used in the comparison is TOPSIS method (The Technique for Order Preference by Similarity to Ideal Solution). It is one of the methods of multi-criteria evaluation of alternatives. According to [26] the aim of the methods of multi-criteria evaluation of alternatives is to determine the ranking of individual variants in terms of selected criteria, wherein the variant with the best ranking represents the best compromise variant. Methods for the selection of compromise variant under no dominant variants differ in approach to the definition of what is "compromise variant" and further according to complexity and usability for different types of multi-criteria problems. The results obtained by various methods are therefore subjective and may differ. These methods can be divided according to the type of information required. TOPSIS method is based on the selection of variant that is closest to the ideal variant and furthest from baseline variant. It is assumed the maximizing character of criteria. According to Bhutia and Phipon, see [3], TOPSIS is the simple concept enabling determination of the best variant through the mathematical calculation. Application of TOPSIS method is as follows [33]:

- Creation of normalized decision matrix $R$ according to (1):

$$r_{ij} = \frac{y_{ij}}{\sqrt{\sum_{i=1}^{m} y_{ij}^2}},$$  

where $r_{ij}$ are elements of matrix $R$; $i = 1,2, \ldots m$; $j = 1,2, \ldots r$; $y_{ij}$ are the original input data for variant $i$ and criterion $j$; $m$ is the number of variants.

- Calculation of weighted decision matrix $W$ by (2):

$$w_{ij} = v_j \times r_{ij},$$

where $w_{ij}$ is weight normalized value and $v_j$ is weight of criterion.

- Determination of the ideal variant $H_j$ and basal variant $D_j$ relative to the matrix values $W$, see (3) and (4):

$$H_j = \max(w_{ij}),$$

$$D_j = \min(w_{ij}),$$

for $i = 1,2, \ldots m$ and $j = 1,2, \ldots r$. 
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• Distance calculation of variants from the ideal variant, respectively basal variant, see (5) and (6):

\[ d^+_i = \sqrt{\sum_{j=1}^{r} (w_{ij} - H_j)^2}, \quad (5) \]
\[ d^-_i = \sqrt{\sum_{j=1}^{r} (w_{ij} - D_j)^2}, \quad (6) \]

for all \( i = 1, 2, \ldots, m \); and \( j = 1, 2, \ldots, r \).

• Calculation of the relative distance indicator of variants from basal variant by (7):

\[ c_i = \frac{d^-_i}{d^+_i + d^-_i}, \tag{7} \]

where \( i = 1, 2, \ldots, m \).

• Arrangement of variants by non-growing values of \( c_i \).

Based on the results of TOPSIS method was possible to determine ranking of EU countries in terms of the functioning of e-government and to verify the position of the CR in the international comparison in the year 2013. In the research there was selected the final list of variants (the EU-28 countries) and criteria (9 e-government indicators.) The selected e-government indicators \((i_1 - i_9)\) included:

• User Centric Government \((i_1)\) - shows the extent to which the service is provided online and how is delivery perceived by the user.

• Transparent Government \((i_2)\) - shows the extent to which governments are transparent in terms of: their own responsibilities and performance, process of service delivery and personal data.

• Citizen Mobility \((i_3)\) - indicates the extent to which EU citizens can use online services in another country.

• Business Mobility \((i_4)\) - indicates the extent to which businesses can use online services in another country.

• Key Enablers \((i_5)\) - indicates to what extent are available on-line technical requirements: eID, e-Documents, authentic sources, eSafe and SSO.

• Online Service Index \((i_6)\) - describes the range and quality of online services.

• E-Participation Index \((i_7)\) - monitors on-line services and information provided to citizens by governments, interaction among stakeholders and involvement of citizens in decision-making process.

• Individuals Using Internet \((i_8)\) - describes the percentage of individuals using Internet in relation to public administration.

• Enterprises Using Internet \((i_9)\) - describes the percentage of enterprises using Internet in relation to public administration.

The research is based on data set across multiple data sources. These are “eGovernment Benchmark” study from 2014, see [9], data processed by Eurostat, see [14] and data managed by UN, see [30]. Evaluated data describe the state of e-government in the year 2013. In the first step there were inserted the input data into the decision matrix \(Y\), where each element \(y_{ij}\) according to [20] requires the value of \(i\)-th variant and of the \(j\)-th criteria, see in Tab. 1.
<table>
<thead>
<tr>
<th>Country</th>
<th>(i_1)</th>
<th>(i_2)</th>
<th>(i_3)</th>
<th>(i_4)</th>
<th>(i_5)</th>
<th>(i_6)</th>
<th>(i_7)</th>
<th>(i_8)</th>
<th>(i_9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>82</td>
<td>68</td>
<td>35</td>
<td>59</td>
<td>82</td>
<td>0.62745</td>
<td>0.74803</td>
<td>92</td>
<td>54</td>
</tr>
<tr>
<td>Belgium</td>
<td>72</td>
<td>51</td>
<td>37</td>
<td>44</td>
<td>58</td>
<td>0.62745</td>
<td>0.67716</td>
<td>89</td>
<td>50</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>60</td>
<td>38</td>
<td>24</td>
<td>52</td>
<td>23</td>
<td>0.25480</td>
<td>0.23622</td>
<td>83</td>
<td>23</td>
</tr>
<tr>
<td>Cyprus</td>
<td>60</td>
<td>36</td>
<td>48</td>
<td>75</td>
<td>46</td>
<td>0.31372</td>
<td>0.47244</td>
<td>85</td>
<td>30</td>
</tr>
<tr>
<td>CR</td>
<td>57</td>
<td>29</td>
<td>33</td>
<td>48</td>
<td>25</td>
<td>0.25490</td>
<td>0.37007</td>
<td>94</td>
<td>29</td>
</tr>
<tr>
<td>Germany</td>
<td>65</td>
<td>30</td>
<td>29</td>
<td>66</td>
<td>49</td>
<td>0.70588</td>
<td>0.66929</td>
<td>83</td>
<td>49</td>
</tr>
<tr>
<td>Denmark</td>
<td>80</td>
<td>59</td>
<td>47</td>
<td>67</td>
<td>72</td>
<td>0.54901</td>
<td>0.66141</td>
<td>95</td>
<td>85</td>
</tr>
<tr>
<td>Estonia</td>
<td>84</td>
<td>75</td>
<td>79</td>
<td>70</td>
<td>87</td>
<td>0.76470</td>
<td>0.77165</td>
<td>95</td>
<td>48</td>
</tr>
<tr>
<td>Greece</td>
<td>50</td>
<td>23</td>
<td>16</td>
<td>18</td>
<td>11</td>
<td>0.80392</td>
<td>0.60629</td>
<td>84</td>
<td>36</td>
</tr>
<tr>
<td>Spain</td>
<td>87</td>
<td>66</td>
<td>12</td>
<td>59</td>
<td>77</td>
<td>0.78431</td>
<td>0.94488</td>
<td>82</td>
<td>44</td>
</tr>
<tr>
<td>Finland</td>
<td>83</td>
<td>63</td>
<td>81</td>
<td>76</td>
<td>60</td>
<td>0.70588</td>
<td>0.77165</td>
<td>97</td>
<td>69</td>
</tr>
<tr>
<td>France</td>
<td>75</td>
<td>64</td>
<td>38</td>
<td>31</td>
<td>69</td>
<td>0.96078</td>
<td>1.00000</td>
<td>96</td>
<td>60</td>
</tr>
<tr>
<td>Croatia</td>
<td>54</td>
<td>40</td>
<td>31</td>
<td>38</td>
<td>7</td>
<td>0.33333</td>
<td>0.46456</td>
<td>93</td>
<td>25</td>
</tr>
<tr>
<td>Hungary</td>
<td>45</td>
<td>23</td>
<td>13</td>
<td>27</td>
<td>30</td>
<td>0.45098</td>
<td>0.55905</td>
<td>84</td>
<td>37</td>
</tr>
<tr>
<td>Ireland</td>
<td>84</td>
<td>48</td>
<td>68</td>
<td>76</td>
<td>18</td>
<td>0.64705</td>
<td>0.67716</td>
<td>95</td>
<td>45</td>
</tr>
<tr>
<td>Italy</td>
<td>75</td>
<td>49</td>
<td>30</td>
<td>37</td>
<td>42</td>
<td>0.78431</td>
<td>0.74803</td>
<td>85</td>
<td>21</td>
</tr>
<tr>
<td>Latvia</td>
<td>73</td>
<td>67</td>
<td>26</td>
<td>57</td>
<td>63</td>
<td>0.64705</td>
<td>0.75590</td>
<td>99</td>
<td>34</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>62</td>
<td>36</td>
<td>39</td>
<td>68</td>
<td>41</td>
<td>0.54901</td>
<td>0.62204</td>
<td>90</td>
<td>56</td>
</tr>
<tr>
<td>Lithuania</td>
<td>73</td>
<td>61</td>
<td>65</td>
<td>54</td>
<td>74</td>
<td>0.70588</td>
<td>0.70078</td>
<td>93</td>
<td>35</td>
</tr>
<tr>
<td>Malta</td>
<td>94</td>
<td>96</td>
<td>87</td>
<td>89</td>
<td>95</td>
<td>0.47058</td>
<td>0.40157</td>
<td>88</td>
<td>32</td>
</tr>
<tr>
<td>Netherlands</td>
<td>81</td>
<td>51</td>
<td>42</td>
<td>76</td>
<td>36</td>
<td>1.00000</td>
<td>0.92913</td>
<td>90</td>
<td>79</td>
</tr>
<tr>
<td>Poland</td>
<td>72</td>
<td>37</td>
<td>23</td>
<td>40</td>
<td>62</td>
<td>0.49019</td>
<td>0.54330</td>
<td>90</td>
<td>23</td>
</tr>
<tr>
<td>Portugal</td>
<td>90</td>
<td>71</td>
<td>32</td>
<td>73</td>
<td>83</td>
<td>0.64705</td>
<td>0.63779</td>
<td>92</td>
<td>38</td>
</tr>
<tr>
<td>Romania</td>
<td>45</td>
<td>17</td>
<td>20</td>
<td>17</td>
<td>12</td>
<td>0.47058</td>
<td>0.44094</td>
<td>65</td>
<td>5</td>
</tr>
<tr>
<td>Sweden</td>
<td>81</td>
<td>59</td>
<td>64</td>
<td>61</td>
<td>64</td>
<td>0.60784</td>
<td>0.70078</td>
<td>95</td>
<td>78</td>
</tr>
<tr>
<td>Slovenia</td>
<td>70</td>
<td>53</td>
<td>48</td>
<td>36</td>
<td>46</td>
<td>0.39215</td>
<td>0.42519</td>
<td>93</td>
<td>52</td>
</tr>
<tr>
<td>Slovakia</td>
<td>44</td>
<td>17</td>
<td>22</td>
<td>54</td>
<td>8</td>
<td>0.62745</td>
<td>0.48818</td>
<td>92</td>
<td>33</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>70</td>
<td>38</td>
<td>49</td>
<td>85</td>
<td>27</td>
<td>0.96078</td>
<td>0.89763</td>
<td>91</td>
<td>41</td>
</tr>
</tbody>
</table>

Source: Authors according to [9], [14], [30].

All criteria are maximizing nature (the higher the value, the better the rating). In calculations using TOPSIS there are considered also the weights of individual criteria. The weights of individual criteria were determined by scoring method. All the criteria were the same weight as all criteria are equally relevant to the assessment of the state of e-government. The calculations were processed in SANNA software, see [18].

3 Problem solving

The above mentioned input data were processed using TOPSIS method. Evaluation of the state of e-government in the EU was based on values assessment within the set of criteria for e-government evaluation in each country, which was based on the synthesis of e-government evaluation approaches of major international organizations. E-government was evaluated based on the e-government indicators (\(i_1 - i_9\)) describing the on-line services of governments, transparency of governments, possibility to use the on-line service abroad by citizens and enterprises, technical enablers, quality of online services on governmental
webpages, participation of citizens, utilization of Internet by individuals and enterprises when communicating with public authorities.

The results indicate the state of e-government in the EU countries (28). It’s shown here the e-government state of individual EU countries compared with the EU (28) average. There are compared the averages of country groups EU-28, EU-25, EU-15 and EU-10. The research is aimed also to evaluation of the e-government state in the CR in international context and there are pointed out the shortcomings and possible solutions of the situation.

3.1 Evaluation of e-government in the EU countries using the TOPSIS method

On the basis of TOPSIS method there was performed distance calculation from ideal and basal variant. Distance coefficient of variant \(i\) from the ideal variant \(d_i^+\) was calculated from (5). Distance coefficient of variant \(i\) from basal variant \(d_i^-\) was calculated according to (6). Subsequently there was calculated the relative distance indicator \(c_i\). The relative distance of variant \(i\) from the basal variant is given by (7). Values of individual variants are summarized in Tab. 2.

<table>
<thead>
<tr>
<th>Country</th>
<th>(d_i^+)</th>
<th>(d_i^-)</th>
<th>(c_i)</th>
<th>Country</th>
<th>(d_i^+)</th>
<th>(d_i^-)</th>
<th>(c_i)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>0.03755</td>
<td>0.05317</td>
<td>0.58607</td>
<td>Ireland</td>
<td>0.04574</td>
<td>0.04869</td>
<td>0.51562</td>
</tr>
<tr>
<td>Belgium</td>
<td>0.04600</td>
<td>0.04067</td>
<td>0.46923</td>
<td>Italy</td>
<td>0.05218</td>
<td>0.03769</td>
<td>0.41941</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>0.06917</td>
<td>0.02068</td>
<td>0.23020</td>
<td>Latvia</td>
<td>0.04454</td>
<td>0.04591</td>
<td>0.50760</td>
</tr>
<tr>
<td>Cyprus</td>
<td>0.05405</td>
<td>0.03736</td>
<td>0.40871</td>
<td>Luxembourg</td>
<td>0.05080</td>
<td>0.03765</td>
<td>0.42562</td>
</tr>
<tr>
<td>CR</td>
<td>0.06683</td>
<td>0.02133</td>
<td>0.24195</td>
<td>Luxembourg</td>
<td>0.03309</td>
<td>0.05389</td>
<td>0.61959</td>
</tr>
<tr>
<td>Germany</td>
<td>0.05197</td>
<td>0.03886</td>
<td>0.42785</td>
<td>Malta</td>
<td>0.03175</td>
<td>0.07397</td>
<td>0.69970</td>
</tr>
<tr>
<td>Denmark</td>
<td>0.03642</td>
<td>0.05266</td>
<td>0.59116</td>
<td>Netherlands</td>
<td>0.04065</td>
<td>0.05526</td>
<td>0.57616</td>
</tr>
<tr>
<td>Estonia</td>
<td>0.02037</td>
<td>0.06739</td>
<td>0.76787</td>
<td>Poland</td>
<td>0.05755</td>
<td>0.03262</td>
<td>0.36173</td>
</tr>
<tr>
<td>Greece</td>
<td>0.07189</td>
<td>0.02578</td>
<td>0.26392</td>
<td>Portugal</td>
<td>0.03855</td>
<td>0.05468</td>
<td>0.58648</td>
</tr>
<tr>
<td>Spain</td>
<td>0.04571</td>
<td>0.05464</td>
<td>0.54449</td>
<td>Romania</td>
<td>0.07772</td>
<td>0.01173</td>
<td>0.13110</td>
</tr>
<tr>
<td>Finland</td>
<td>0.02637</td>
<td>0.06221</td>
<td>0.70235</td>
<td>Sweden</td>
<td>0.03266</td>
<td>0.05420</td>
<td>0.62400</td>
</tr>
<tr>
<td>France</td>
<td>0.04007</td>
<td>0.05556</td>
<td>0.58097</td>
<td>Slovenia</td>
<td>0.05223</td>
<td>0.03532</td>
<td>0.40343</td>
</tr>
<tr>
<td>Croatia</td>
<td>0.06846</td>
<td>0.02001</td>
<td>0.22614</td>
<td>Slovakia</td>
<td>0.07041</td>
<td>0.02404</td>
<td>0.25453</td>
</tr>
<tr>
<td>Hungary</td>
<td>0.07086</td>
<td>0.01936</td>
<td>0.21456</td>
<td>Unit. Kingdom</td>
<td>0.04611</td>
<td>0.05168</td>
<td>0.52848</td>
</tr>
</tbody>
</table>

Source: Authors

The values of the calculated indicator \(c_i\) range between 1 and 0. Value 0 corresponds to the basal variant; value 1 corresponds to the ideal variant, as shown in e.g. [33]. Based on the result, it is possible to determine the order of the EU countries in terms of the e-government functioning, from the best to the worst, as shown in Fig. 1. In Fig. 1, there are presented also the averages of different EU country groups (EU-28, EU-25, EU-15 and EU-10 average). Assessment of the state of e-government in the EU countries in 2013 showed that on the best place ranked Estonia and the Nordic countries - Finland and Sweden, while the worst e-government state was detected in Croatia, Bulgaria and Romania.
Based on the $c_i$ values of EU averages of different country groups can be deduced the difference in e-government state between original EU-15 countries and the EU-10 countries of EU enlargement in 2004. The average value of $c_i$ indicator in EU-15 countries reached 0.53, while the average value of $c_i$ indicator in EU-10 countries reached 0.44 (17% lower value). To complete the value of indicator $c_i$ in EU-25 countries reached 0.50 and in EU-28 countries 0.46 (without Bulgaria, Romania and Croatia).

EU countries were based on the $c_i$ values divided into 3 groups (clusters): Countries with above-average state of e-government, countries with average state of e-government and countries with below-average state of e-government, see Tab. 3.

### Tab. 3: Clustering of EU countries according to the e-government state (2013)

<table>
<thead>
<tr>
<th>Above-average countries</th>
<th>Average countries</th>
<th>Below-average countries</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria, Denmark, Estonia, Finland, France, Latvia, Malta, Netherlands, Portugal, Sweden,</td>
<td>Belgium, Cyprus, Germany, Ireland, Italy, Lithuania, Luxembourg, Poland, Slovenia, Spain, United Kingdom</td>
<td>Bulgaria, Croatia, CR, Greece Hungary, Slovakia</td>
</tr>
</tbody>
</table>

Hierarchical cluster analysis was performed in the software IBM SPSS using Ward’s method. The CR is according to the results of cluster analysis included into the cluster containing the countries with the below-average state of e-government.

### 4 Discussion

Based on the use of methods of multi-criteria evaluation of alternatives there was done the evaluation of the current state of e-government in the EU-28 countries and the verification of the position of the CR in international comparison in the year 2013. Results of this own research dealing with evaluation of the e-government state reflect to a considerable extent the current results obtained on the basis of international benchmarking activities of major international institutions such as World Forum [25, pp. 510-516] or European Commission [9].
The summary evaluation of the level of e-government in the EU is carried out annually according to the DESI index (The Digital Economy and Society). DESI is a composite index. It aggregates a set of relevant indicators structured around 5 dimensions (Connectivity, Human Capital, Use of Internet, Integration of Digital Technology and Digital Public Services). The own evaluation of e-government by TOPSIS method in our research showed the similar results as results obtained by index DESI evaluation. According to “Digital Agenda Scoreboard” [8], Romania is placed on the 28. position, Bulgaria on the 27. position and Croatia on the 24. position across the EU countries (28). The CR ranks on the 17. position out of the EU (28) countries. The best results in the evaluation of e-government according to DESI obtained the Scandinavian countries (Denmark – 1. place, Sweden – 2. place and Finland – 3. place). Similar evaluation results were demonstrated also in our research. The results of the evaluation by TOPSIS showed that apart from Sweden and Finland are the best rated countries also Estonia and Malta. But when evaluated by DESI Estonia occupied the 7. place and Malta the 12. place in the EU (28).

The result of TOPSIS method can be also compared with the results of other multi-criteria decision making methods. For example the evaluation of the e-government state in EU for 2013 according to WSA method (Weighted Sum Approach) confirmed the ranking of TOPSIS method. On the best place ranked also Estonia, then Finland and Malta. Similar on the worst place ranked Romania. Other countries with the worst state of e-government were Greece, Bulgaria and Hungary. The CR ranked on the 22. position when using WSA method. So both methods TOPSIS and WSA gave very close result to each other.

As follows from the results of comparative studies of e-government in EU countries [10, 11] within the implementation of e-government priorities were defined several typologies of countries: Pioneers (Malta, Finland, Estonia); Silo-topplers (Austria, Denmark, Spain, Lithuania, Portugal); Steady performers (Belgium, France, Italy, Latvia, Poland, Sweden, Slovenia); Business oriented (Cyprus, Germany, Ireland, Luxembourg, Netherlands, United Kingdom); Castaways (Bulgaria, Croatia, CR, Greece, Hungary, Romania, Slovakia). The division of states into groups is in most cases confirmed by the results of our research by TOPSIS method. The countries in the group “Pioneers” are in our research the top rated states in the field of e-government. Conversely, countries with the worst results in our survey (Bulgaria, Croatia, Romania) are likewise included in the same cluster. The results of “e-Government Benchmark” study in EU countries (28) show that the Nordic countries and Estonia are characterized by high level of citizens’ internet skills and online availability of public services. Malta is achieving high level of online availability of public services, but lower-level of citizen’s internet skills. The lowest level of citizen’s internet skills and online availability of public services is achieved by Croatia. CR then in this assessment reaches medium online availability of public services and the relatively low level of citizen’s internet skills. Similar results were demonstrated by our research.

**Conclusion**

The results of the e-government evaluation in EU countries (28) by TOPSIS method in the 2013 acknowledged, that the best ranking in this area obtained Estonia, then Finland, Sweden and Malta. The worst state of e-government was reported in Romania, Bulgaria and Croatia. Based on comparison of relative distance indicator in EU countries is possible to conclude that in terms of the e-government state are reached on average significantly
better results in EU-15 countries than in EU-10 countries. The value of the relative distance indicator in the EU-10 countries is about 17% lower than the value of this indicator in the EU-15 countries. This indicates the worse state of e-government in the countries EU-10 in contrast to countries EU-15. It is also possible to note the exceptional status of Estonia, which, though also belongs among the EU countries of the eastern enlargement in 2004, showed the best state of e-government across the whole EU-28.

One part of the research was also the evaluation of e-government state in the CR. Based on the evaluation results was found highly unsatisfactory position of the CR in the field of e-government. The CR ranked among the five worst countries in the EU-28, and thus belongs into cluster with below-average EU countries in terms of the e-government state. Same as other V4 countries (Slovakia, Hungary) except Poland, which is placed in the group of countries with the average level of e-government. As indicated in the latest surveys of e-government in the EU countries, see [6], V4 countries (particularly the CR, Slovakia and Hungary) are doing in the area of e-government alike. In comparison with other EU states digitization of public administration is not very successful here. According to experts, this can be explained by the similar culture, public administration or a common feature of the lack of coordination of state activities. However Poland is for the other V4 countries in some areas the example of good practices. Only Poland from the V4 countries has performed comparable results with Western and Nordic EU countries in this area, as stated by index DESI and was also confirmed by own research. In the CR the e-government activities focused primarily on building large systems in recent years, which became the basis for the functioning of e-government. The cause of the inadequacy of the e-government state in the CR is mainly lack of the basic concept and long-term lack of interest by the Czech government. In the country there are serious shortcomings, particularly on the side of public digital services providers [15, 31]. Changing the attitude of government officials in this area is therefore required. E-government is a useful tool for reducing the cost of public administration and it is also the benefit for the residents in the form of time savings. This area remains for the CR the main challenge to the future.

The good example of e-government practice for the CR can be Estonia that is on the top of EU in the field of digital services. As a good practise can serve British “gov.uk server”, that is an integrated, user friendly portal to access to all the services of the public administration or the using of intelligent forms to citizen’s communication with the public administration, as is the case in Poland now.
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SELECTION OF A FORECASTING METHOD: ANALYTICAL HIERARCHY PROCESS APPROACH

Terezie Bartusková, Marcela Papalová, Aleš Kresta

Abstract: Describing the future development of an organizational environment is crucial for the goal setting and strategy selection of an organization. In today’s rapidly changing times it is not easy to predict how the internal and external surroundings of a company will change. Predicting the future development of an organization is not an easy task for managers but they must adopt it to succeed in market competition. Specifically managers must be familiar with forecasting methods which can help to predict the uncertain developments of the environment. There are many forecasting methods which are available, differing in their time requirements, financial demands, and in predictive accuracy. The goal of this paper is to characterize the most commonly used methods and to select the most appropriate one from the point of view of small and medium sized enterprises. These companies are usually limited in the finances that they can spend for strategy setting. They also do not employ a large number of experts, who can apply these methods. In this paper, a suitable forecasting method will be chosen by utilizing the Analytical Hierarchy Process (AHP) approach.

Keywords: Forecasting, Strategic management, Strategic planning, Forecasting methods, AHP method.

JEL Classification: C38, L10.

Introduction

The existence of an organization and its success is influenced by outlined goals. Strategies are usually formulated based on objectives. An organization, after it determines the direction of its development, regularly faces complex decision-making problems. The definition of strategy implies that it tries to define the direction that an organization will take in the long term with respect to the environment and market conditions. Fulfillment of this requirement is difficult for several reasons. Environment is in some areas very variable, especially with regard to technological, legal and social influences. For example, due to technological progress, some sectors are completely suppressed and it is not promising to further invest. On the other hand, new demand is created by market [5, 13].

For the future development of external and internal environment, forecasting is used. There are several methods, which can be applied for forecasting. We distinguish between judgmental or statistical methods and each of these is different in financial and time demands. This paper presents an overview of forecasting methods with a brief description of their utilization and barriers of application. Application of the analytic hierarchy process (AHP) is proposed for the selection of an appropriate method for the small and medium sized company.

Paper is structured as follows. In the first part, forecasting and its methods are described, including the impact of a particular method and its properties. In the second part, selection of appropriate method for forecasting is proposed. For this selection the AHP method is applied.
1 Forecasting

A scientific estimate of future events is called forecasting. Forecasting helps managers to assess factors affecting the future evolution of the environment of the organization. It is necessary to use a formal approach if the decision problems of the organization are complex. Formalization of procedures in the form of methods or techniques helps primarily to remove uncertainty. Forecasting is often reduced to statistical or econometric models [6] but its content is undoubtedly wider. Forecasting methods are used during strategic management, especially in the first part, which is strategic analysis. We analyze the environment of the company in order to be able to formulate the strategic goals and then organization’s strategy.

Strategic goals should be simple, consistent, and long-term [3]. Long-term goals have an impact on strategic decision-making and they are formulated in changing conditions at a particular level of information uncertainty. It is essential to ensure concentrating on the long-term period. The objectives with respect to basic principles must rely on a thorough understanding of the current status and future status projection. The strategy formulation must be based on the available resources of the organization. According to the possibilities of the organization, it is consequently decided on the investments that will achieve the objectives.

Forecasting is primarily used to support strategic decisions [5]. These decisions have an impact on the long-term management of the company. Strategic decisions will concentrate mainly on defining the extension or reduction boundaries of business, the impact on the values and expectations of the market, and whether are socio-demographic trends respected. The forecast usually expresses development as the tendency, trend or an ongoing process, change (as the cause of development) as the events of the phenomenon [2, 14]. The first step in creating forecasts should be identifying the problem. The second step is the solution via a strategic conception. The third step is predicting the future by some of the methods [1].

The process of finding an appropriate goal for business or non-business entities is challenging – see Fig. 1. In order to determine the long-term objectives, forecasting methods are frequently used. There are numerous kinds. They vary according to the time horizon, business, environment, technology used, etc.

The basic distribution of forecasts is based on the time horizon. To common resolution of short, medium and long-term forecasts; some authors have also added even extremely long period [14]. The authors differ in the length of time - short-term forecasts are usually in the range of 1-2 years, medium-term of 3-6 years, long-term of 7-15 years and extremely long term over 15 years (Tab. 1).

In terms of approach to forecasting, we distinguish the explorative (research) approach (where alternatives are searched trends) from the normative approach (where alternatives to given goals are found) [2, 14].
2 Selection and characterization of forecasting methods

In this section, the breakdown of the methods is done and particular methods are characterized.

2.1 Selection of methods

As already mentioned in the introduction, there are a number of forecasting methods. Armstrong [1] in his fundamental literature distinguishes two groups: judgmental and statistical methods. See the Fig. 2.

Fig. 2: Breakdown of forecasting methods by Armstrong

Among judgmental methods belongs, according to Armstrong [1], role playing, expert opinions, conjoint analysis, judgmental bootstrapping etc. Among statistical methods are extrapolation models, econometric models, expert systems, multivariate models, etc. The analogy method is assigned to both groups. Although, as described above, the analogy method should be included more in the group of the judgmental methods. Some of these methods do not appear in Czech literature or they are given only minimal attention. These include role playing, conjoint analysis, and judgmental bootstrapping. Furthermore, methods such as the scenario method, Delphi, the morphological method or causal layered analyses, which are sometimes applied for forecasting, are not included in the Fig. 2.

---

**Tab. 1: Distribution of forecast methods depending on time horizon**

<table>
<thead>
<tr>
<th></th>
<th>The vertical division of forecasts (according to the degree of aggregation)</th>
<th>Horizontal division of forecasts (according to the time horizon)</th>
<th>Classification according to approach to forecasting</th>
</tr>
</thead>
<tbody>
<tr>
<td>The National Economics</td>
<td>Short term</td>
<td>Explorative (research)</td>
<td>Active</td>
</tr>
<tr>
<td>Industry</td>
<td>Medium term</td>
<td></td>
<td>Passive</td>
</tr>
<tr>
<td>Branch</td>
<td>Long term</td>
<td></td>
<td>Normative</td>
</tr>
<tr>
<td>Company</td>
<td>Extreme long term</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Source: [14]*
2.2 Characteristics of selected methods

For further evaluation these forecasting methods were selected: Delphi, the analogy method, the scenario method, conjoint analysis, extrapolation models, the morphological method, econometrics and mathematical models (multivariate models). Brief characteristics of selected methods are given with regard to the necessary criteria (see Tab. 2).

**Delphi technique** is used to build long-term and extremely long-term forecasts (7 years or more). It uses a structured group of experts who support their forecast by arguments. During an anonymous questioning of experts, opinions should be converged but it can achieve more than one solution. Using this method is appropriate in a technical area as well as in a technological, social and multidisciplinary area. It is expensive and time-consuming [11, 1].

**Analogy** method is based on using the similarity of elements, features and structures. It finds and applies personal, symbolic and surreal similarity. For the use of analogy, a team is assembled that is usually led by an expert on the application of this method. The team is usually set up for a longer period of time. The method is expensive. It is used to determine the normative objectives [1, 8].

**Scenario method** uses systematic thinking about the future. With the participation of experts in the branch, it creates a passive prediction. It is used in the fields of technology and economics. It is not expensive, but it is time-consuming [13, 7].

**Conjoint analysis** is used to determine what combination of characteristics has the greatest influence on the decisions of the respondents. It is mainly used for short-term or medium-term forecasts, which are to create a model of market. It is expensive and time-consuming [4].

**The extrapolation models** use data about trends primarily in the technology field. Experts using this method extrapolate projections of possible future development. This model belongs to the less demanding methods of time and resources but it is necessary to have a thorough knowledge of the industry in terms of historical context [1, 13].

**Morphological technique** involves the process of analyzing the forms and structures of the product. Experts carry out the analytical study of various parameters (constants) of the product - the appearance, the materials and function. The result is a normative identification of new alternatives. It is mainly used in the field of technology. It is moderately expensive and time consuming and requires the participation of experts from the industry [10].

**Econometrics (statistical, quantitative) methods** such as analysis of trends and cycles, time series analysis, statistical trend test, correlation analysis, mathematical extrapolation based on the assumption that the future will match the previous development. The advantage of these methods is that they are usually less time and finance consuming. The disadvantage is that they fail to respond flexibly to changes in the environment. Armstrong shows that econometric models are more accurate than other methods for long-range forecasts. Evidence also suggests that the principles described for econometric methods can improve short-term forecasts [1, 6].

**Mathematical models** enable the expression of interdependences among many independent variables. Relationships between dependent and independent variables are examined by using multiple regressions. Subsequently, an obtained equation for forecasting future developments is obtained on the basis of the previous development. The method is
time consuming, but financially affordable [1, 6]. For our analysis the econometrics and mathematical models were put together.

3 The selection of appropriate method

Selection of a suitable method for predicting strategic goals should be based on needs, opportunities, and specific conditions of the organization. The criterion for the choice of method will surely be time horizon: short term (S), medium (M), long (L) or extremely long (EL). Further priority may be given to judgmental (J) or quantitative (Q) method. The crucial benefit is the possibility of using experts, and whether the aim of the strategy is explorative (E) or is known and identified normatively (N). Other criteria for selection can be time and financial disposition. The most demanding (+++) methods can be selected when sufficient time and financial resources are available. In contrast, the restrictive policy of the company will prioritize cost-saving (+) methods. See Tab. 2 for evaluation of selected methods.

Forecast will never be perfectly accurate, as it is always encumbered by certain error. Prediction accuracy decreases significantly with the length of time and with the speed of environmental variability.

Tab. 2: Evaluation of selected methods

<table>
<thead>
<tr>
<th>Method/criterion</th>
<th>Judgmental/quantitative (J/Q)</th>
<th>Participation of experts Yes/No</th>
<th>Normative/Explorative N/E</th>
<th>Time horizon</th>
<th>Finance/time demand</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delphi</td>
<td>J</td>
<td>Y</td>
<td>E</td>
<td>EL, L</td>
<td>+++/++++</td>
</tr>
<tr>
<td>Analogy</td>
<td>J</td>
<td>Y</td>
<td>N</td>
<td>M</td>
<td>++/+</td>
</tr>
<tr>
<td>Scenario method</td>
<td>J</td>
<td>Y</td>
<td>E</td>
<td>S, M</td>
<td>+/++</td>
</tr>
<tr>
<td>Conjoint analysis</td>
<td>J</td>
<td>Y</td>
<td>N</td>
<td>S, M</td>
<td>+++/+++</td>
</tr>
<tr>
<td>Extrapolation model</td>
<td>Q</td>
<td>Y</td>
<td>E</td>
<td>S, M</td>
<td>++/+</td>
</tr>
<tr>
<td>Morphological method</td>
<td>Q</td>
<td>Y</td>
<td>N</td>
<td>M, L</td>
<td>++/++</td>
</tr>
<tr>
<td>Econometrics and mathematical models</td>
<td>Q</td>
<td>N</td>
<td>E</td>
<td>S, M, L</td>
<td>+++</td>
</tr>
</tbody>
</table>

Source: own elaboration

SME seem to have certain specifics that must be respected. Conducted research shows (Baurová, Janečko, Papalová, 2013) that managers in SME realize the importance of managerial thinking in the long term period. The research also shows trend that the larger the organization is, the greater weight is given to forecasting of environmental future. Czech specific includes frequent change in the legislative. This also causes that the period in which SME plans, is shorter. Other specific is the lack of funds that the company is able to and is willing to invest in the forecasting process. Also, the possibility of participation of experts is limited. None of the researched organization uses the service of external consulting organizations to set their strategic plan. As these organizations stated the reason is fear of possible misuse of sensitive information, and also high cost of this service.
The most frequent reason for the long term foresight is the rapid growth of the organization and thus the need to systematically predict and plan. SME usually do not need their forecasts longer than in medium time horizon. Some organizations were led to the need for the long term foresight by the economic crisis in 2008-2010.

4 Using AHP method for decision making

AHP is a method of multi-criteria decision making, developed by Thomas L. Saaty and is designed to solve complex decisions [12]. It is based on mathematical techniques and human psychology. The AHP is a systematic procedure for representing the elements of any problem, hierarchically. It organizes the basic rationality by breaking down a problem into its smaller and smaller constituent parts and then guides decision makers through a series of pairwise comparison judgments to express the relative strengths or intensity of impact of the elements in the hierarchy. The AHP includes procedures and principles used to synthesize the many judgments to derive priorities among criteria and subsequently for alternative solutions. Therefore, it is possible and appropriate to use it in this case.

4.1 Description of AHP method

The hierarchy represents a complex problem in a multilevel structure. In the first level, there is the goal followed by criteria and sub-criteria. It can decompose a complex problem in search of cause-effect explanations into steps which form a linear chain [9].

Users of AHP firstly decompose their decision problem into a hierarchy of more easily understood sub-problems, each of which can be analyzed independently. The elements of the hierarchy can be related to any aspect of the decision problem. They could be tangible or intangible carefully measured or just roughly estimated.

Once the hierarchy is drawn, the decision makers systematically evaluate its elements by comparing them one to another with respect to their impact on the element above in the hierarchy. The AHP then converts these evaluations to numerical values, which can be processed and compared over the entire range of the initial problem. A numerical weight or priority, which is derived for each element of the hierarchy, allows that often incommensurable elements can be compared to one another in a rational and consistent way. Process of the drafting of the hierarchy does not perform only to identify all the relevant elements but also to identify the links between them. It is shown in Fig. 3.

Fig. 3: Hierarchy on three levels

![Hierarchy on three levels](source: [12])

In the second step, the weights are set for each criteria and sub-criteria with regard to the object of decision. Method of pairwise comparisons will be used to determine these weights. For the correctness of the overall decision-making process, it is necessary to express the
weight of individual criteria. To calculate the weights of the criteria, it is necessary to build Saaty’s matrix (1) of size $n \cdot n$, where $c_i$ ($i = 1, 2, ..., n$) are the individual criteria.

\[
\begin{array}{cccc}
   c_1 & c_2 & c_3 & \cdots & c_n \\
   1 & s_{12} & s_{13} & \cdots & s_{1n} \\
   1/s_{12} & 1 & s_{23} & \cdots & s_{2n} \\
   1/s_{13} & 1/s_{23} & 1 & \cdots & s_{3n} \\
   1/s_{1n} & 1/s_{2n} & 1/s_{3n} & \cdots & 1 \\
\end{array}
\]

(1)

Certain rules are applied in the matrix. It is reciprocal, it means $s_{ij} = 1/s_{ji}$. The elements on the diagonal of the matrix are always equal to the value of 1. Elements of Saaty’s matrix are interpreted as estimates of the proportion of weights $i^{th}$ and $j^{th}$ criteria:

\[
s_{ij} \approx \frac{w_i}{w_j},
\]

(2)

$i, j = 1, ..., n$, $w_i$ is the weight of the $i^{th}$ criteria and $w_j$ is the weight of the $j^{th}$ criteria.

For the matrix compilation are individual criteria pairwise compared. Dominance of individual criteria can be expressed by a number in the range of values [1/9; 9]. To express the size of preference, it is recommended to apply a point scale (Tab. 3).

<table>
<thead>
<tr>
<th>Points</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>equal importance</td>
</tr>
<tr>
<td>3</td>
<td>moderate importance of one over another</td>
</tr>
<tr>
<td>5</td>
<td>essential or strong importance</td>
</tr>
<tr>
<td>7</td>
<td>demonstrated importance</td>
</tr>
<tr>
<td>9</td>
<td>extreme importance</td>
</tr>
<tr>
<td>2, 4, 6, 8</td>
<td>Intermediate values between the two adjacent judgments</td>
</tr>
</tbody>
</table>

Source: [12]

4.2 The calculation of the individual criteria

The weights ($w_j$) can be obtained via quadratic programming or logarithmic version quadratic programming. One of the simplified methods that are well resolved in practice is a method of determining the standard of weights ($w_j$) using the weighted geometric mean of the matrix’s lines [12]:

\[
w_j = \frac{\left( \prod_{i=1}^{n} s_{ij} \right)^{1/n}}{\sum_{i=1}^{n} \left( \prod_{j=1}^{n} s_{ij} \right)^{1/n}},
\]

(3)

where $i = 1, ..., n$.

In the third step, it is necessary to check the consistency coefficient of the Saaty’s matrix. The sign of relevant evaluation is that the matrix is consistent, meaning the elements fulfill the condition of transitivity. The consistency can be evaluated by the coefficient of consistency $CR$ (4), where the consistency value is considered $CR \leq 0.1$. Saaty defined the consistency ratio as follows,
\[ CR = \frac{CI}{RI}, \]  

where \( CI \) is the consistency index and is expressed as

\[ CI = \frac{\lambda_{\text{max}} - n}{n-1}, \]

where \( n \) is number of criteria (number of rows of the matrix) and \( \lambda_{\text{max}} \) is characteristic number of matrix - the eigen value and is calculated according to

\[ \lambda_{\text{max}} = \sum_{i=1}^{n} (S \cdot \tilde{w})_i n \cdot w_i, \]

where \( \tilde{w} \) is vector and \( (S \cdot \tilde{w})_i \) is \( i^{th} \) element of vector. \( RI \) is an index of randomness (random index) and assumes values in dependence on the number of selected criteria, respectively variants, and is derived from empirical research (Tab. 4).

**Tab. 4: RI values for different number of elements**

<table>
<thead>
<tr>
<th>N</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>RI</td>
<td>0</td>
<td>0</td>
<td>0.58</td>
<td>0.90</td>
<td>1.12</td>
<td>1.24</td>
<td>1.32</td>
<td>1.41</td>
<td>1.45</td>
<td>1.49</td>
</tr>
</tbody>
</table>

Source: [12]

If the value of \( CR \) is \( \leq 0.1 \), then Saaty’s matrix of pairwise comparisons can be considered sufficiently consistent and it’s possible to continue calculating the weights of individual criteria.

The calculated weights of sub-criteria are not final. In order to proceed to the actual assessment of the options the weights must be on the ends of the branches of the hierarchical tree and they must be multiplied by the weight of the parent criteria. Then the determination of the weights is final and can be used in decision making.

### 4.3 Selection of the optimal alternative

In decision-making methods with partial criteria preferences we assume that it is possible to determine these partial preferences of criteria and also evaluate them. The most used method is weighted sum approach.

\[ U_i = \sum_{j=1}^{n} w_j \cdot x_{i,j}, \]

where \( w_j \) is the normalized weight of \( j^{th} \) criterion and \( x_{i,j} \) is normalized evaluation of \( i^{th} \) variant due to \( j^{th} \) criterion.

### 5 Application of AHP in the selection of forecasting methods

With respect to the characteristics of SME, three criteria were determined that may significantly affect the enterprise's managers in the selection of forecasting methods. They are financial demands, time demands (these two should be small) and the predictive accuracy (this should be high). Financial requirements and time requirements can be seen in Tab 2. To determine the accuracy of the predictions is the most difficult task in this evaluation. Although it is not reported in the table, mainly due to the extensiveness of the comments, we use in the processing the same sources as those used for the determination of other characteristics [1, 2, 4, 7, 10, 11]. Schematic illustration of the situation, including the linkages is shown in Fig. 4.
Fig. 4: Schematic presentation of selecting the method of forecasting using AHP

Solving procedure was as follows. First, the weights of individual criteria using the AHP method were computed. Pairwise comparisons were performed for each criterion. It was found that the weight of financial demand is 20%, weight of time demand is 31% and weight of predictive accuracy is 49%. As was noted the determination of the prediction accuracy of the method is very difficult. For certain methods the accuracy increases with the amount of time and money needed to get information of various kinds, the involvement of experts or security of information and software systems. This discourages managers of SME from using methods of forecasting and strategic planning application.

On the basis of available resources pairwise comparisons of methods, in respect to all criteria, were conducted by authors. Computations were made in MS Excel. In the paper are included only the results, however all the computations are available upon an email request to the authors. Time and financial demands are quantitative variable, so pairwise comparisons were made on that base. Predictive accuracy is not a quantitative variable that could be assessed on the basis of cost or time and it could be loaded with subjective view. In order to prevent this, it was used the group decision making. Each decision-maker had the same weight and results for the calculation of the final weights were taken as the average.

Now follows the selection of the optimal alternative, it means, and selection of the best forecasting method. A comparison of the individual methods has been done with respect to each of the three determined criteria. The requirement of matrix consistency was fulfilled in all cases. In Tab. 5, we can see the results of the pairwise comparison of the alternatives. In perspective of financial demands (first row), we can see, that scenario method, extrapolation models and econometrics and mathematical methods are the less financial demanded. In term of time demand (second row) we can say that extrapolation models, analogy and scenario method is less time demanded. From the view of predictive accuracy we can see that scenario method, analogy and econometrics and mathematical methods were evaluated as the best.

Selection of optimal alternative is done using (7). Results are in Tab. 6. In the first to the third row, there are partial results due to the each of the criterion but in the result it is taken into consideration the weight of each criterion (rows from Tab. 5 are multiplied by parent criterion). The last row is the sum of partial results.
Tab. 5: Pairwise comparison of alternatives

<table>
<thead>
<tr>
<th></th>
<th>Delphi</th>
<th>Analogy</th>
<th>Scenario method</th>
<th>Conjoint analysis</th>
<th>Extrapol. models</th>
<th>Morphol. method</th>
<th>Econom. and math. methods</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source</td>
<td>own elaboration</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.041</td>
<td>0.096</td>
<td>0.242</td>
<td>0.041</td>
<td>0.242</td>
<td>0.096</td>
<td>0.242</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>0.044</td>
<td>0.215</td>
<td>0.189</td>
<td>0.041</td>
<td>0.238</td>
<td>0.090</td>
<td>0.183</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>0.110</td>
<td>0.189</td>
<td>0.350</td>
<td>0.031</td>
<td>0.063</td>
<td>0.095</td>
<td>0.161</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Tab. 6: Selection of optimal alternative

<table>
<thead>
<tr>
<th></th>
<th>Delphi</th>
<th>Analogy</th>
<th>Scenario method</th>
<th>Conjoint analysis</th>
<th>Extrapol. Models</th>
<th>Morphol. method</th>
<th>Econom. and math. methods</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source</td>
<td>own elaboration</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.008</td>
<td>0.019</td>
<td>0.047</td>
<td>0.008</td>
<td>0.047</td>
<td>0.019</td>
<td>0.047</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>0.014</td>
<td>0.067</td>
<td>0.059</td>
<td>0.013</td>
<td>0.074</td>
<td>0.028</td>
<td>0.057</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.054</td>
<td>0.093</td>
<td>0.173</td>
<td>0.016</td>
<td>0.031</td>
<td>0.047</td>
<td>0.080</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.076</td>
<td>0.179</td>
<td>0.279</td>
<td>0.036</td>
<td>0.153</td>
<td>0.094</td>
<td>0.184</td>
<td>1.000</td>
</tr>
</tbody>
</table>

6 Discussion

As it is obvious from Tab. 6, the best forecasting methods that could be used for SME are based on the scenario method, which reached the score 27.88%. In the same analysis, the econometric and mathematical methods reached a score of 18.39% and the method of analogy reached a score of 17.88%. All these methods are useful in predicting the medium horizon, which for small and medium-sized enterprise is also satisfactory. The disadvantage may be that the methods of scenarios and analogies often need the attendance of experts. Econometric and also mathematical models require these experts, who can work with data; however, as to the methods of small or medium financial and time constraints, they may be acceptable for a small or medium company.

Conclusion

Forecasting helps managers assess the factors affecting the future evolution of the environment, and thus the organization. This activity can help improve the strategic planning of the company. The AHP method is a method of multi-criteria decision making, which facilitates decision-making by organizing perceptions, feelings, judgments and memories of the decision maker in a framework that shows a preference that affects the decision. It is therefore possible to use it for the selection of appropriate methods of forecasting. Criteria that most influence the choice of a particular method are predictive accuracy, time demands and financial demands. These criteria and various methods of forecasting, as possible alternatives, were assessed by utilizing the AHP method. This can serve as a guide for managers in selecting the best method. Whatever method is chosen as appropriate for the organization, the result will be subject to a certain error. Forecasting accuracy decreases depending on the length of a period and is influenced by variability of the environment. Although the method accuracy is essential for the selection criterion, it is the most difficult to determine.
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EVALUATING THE IMPACT OF OPEN DATA USING PARTIAL LEAST SQUARES STRUCTURAL EQUATION MODELING

Renáta Bílková, Renáta Máchová, Martin Lněnička

Abstract: Governments around the world are opening up their data to the public. This paper develops the issue of open data and their impact. More precisely, it evaluates how can be open data as a resource transformed to generate the impact and added value for the public sector. The main aim is to propose a new model, which uses attributes of open data in the context of the e-government development. The model consists of five enabling factors and five generating mechanisms (collaboration, efficiency, participation, transparency and innovation). To show the causal relationships between these constructs, the method of partial least squares structural equation modeling was chosen. By understanding the relationships, governments can improve their actions and investments in the context of e-government and related open data initiatives. The results suggest that the focus should be on the support of collaboration, participation and innovation processes in the public sector.

Keywords: Open data, Public sector, E-government, Initiatives, Partial least squares, Structural equation modeling.
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Introduction

Open government is a recent phenomenon in which public sector data are made available and can be used by everybody for what it seems an unlimited amount of purposes [3]. Opening data may allow citizens and businesses to analyze various datasets and understand what governments are spending public resources on. Hence, many governments have started creating interoperability and open data frameworks spanning boundaries between public sector institutions, citizens and businesses to manage their data in a transparent and efficient way [9], [14]. The emergence of open data use is another phase of the Information and Communication Technologies (ICT) revolution and the public sector is at the center of the current shift to openness [10].

Although, the debate about open data is often reduced to open government data (OGD), there are also other type of open data such as open business data (OBD), open citizen data (OCD) and open science data (OSD). OGD are the most interesting subset of open data because such subsets have already been collected for specific use, have been paid for by taxpayers, are relevant and offer value beyond what is captured from the originally intended use. When opened up, government data become a common, shared resource (i.e., public good) that is provided by the government [7]. In 2012 and again in 2014, the United Nations issued OGD for their E-Government Survey reports, which summarized how governments utilized these data to better serve and protect their people [14]. However, OGD have limited impact if these data are not evaluated in the context of enabling factors and focus on developing sustainable ecosystems of users, which involve their collaboration, participation, innovation, etc.
1 Literature review

1.1 Open data and open government initiatives

The literature on reuse of open data often circles around their potentials [3] and the economic value of government data, while the literature on open government is in a higher grade directed towards government policy and centered on how use of open data can contribute to the generation of social value in collaborative settings [7]. As mentioned above, interest in the concept of open data has been around for many years [6]. Various studies have confirmed that releasing public data in open formats creates considerable benefits for citizens, businesses, researchers, and other stakeholders to understand public or private problems in new ways through advanced data analytics [2], [3], [6], [10], [13].

Open data are a piece of content or data if anyone is free to use, reuse, and also redistribute it – subject only, at most, to the requirement to attribute and share-alike. Most of open data are actually in raw form. However, republishing does imply citing the original source not only to give credit but to ensure that the data has not been modified or results misrepresented [6], [10]. Kucera and Chlapek [10] presented a set of benefits that can be achieved by publishing OGD and a set of risks that should be assessed when a dataset is considered for opening up. Cowan, Alencar and Mcgarry [2] used practical examples in an attempt to illustrate many of the related issues and allied opportunities of open data.

Open government acts as an umbrella term for many different ideas and concepts. The definition of open government mostly consists of transparency, participation and collaboration of the state towards third actors like the economy or the citizenship. Most often, open government is equated with e-government and the usage of ICT [3], [13]. The number of open data initiatives has grown from two to over three hundred in the period 2009–2013 [7], and the membership in the Open Government Partnership (OGP) has gone from eight in 2011 to the sixty-five participating countries in 2015. Governments are initiating open data initiatives as a new approach where external stakeholders can play an increased role in the innovation of government services. This is unlike previous approaches of e-government service innovation where services are solely initiated and developed by the agencies themselves [2], [8], [14], [17]. By promoting openness of government data, governments hope to enhance transparency, public efficiency, participation, collaboration and innovation of government services through the reorganizing, re-packaging, and synthesizing information from various sources [3], [17]. These open government principles are then best viewed as initiatives that government takes to accomplish defined objectives that provide the opportunity to achieve greater or additional value through incorporating these democratic practices [8], [10]. Social media can also play an important role in inspiring or enabling OGD usage, and in involving communities of practice, formed by people who engage in a process of collective learning related to OGD to sustain relevant initiatives and help create a network of actors [13].

Kalampokis, Tambouris and Tarabanis [8] claim that the real value of OGD will unveil from performing data analytics on top of combined statistical datasets that were previously closed in disparate sources and can now be linked to provide unexpected and unexplored insights. To support this claim, authors described the OGD analytics concept along with its technical requirements, which can be later extended with Apache Hadoop. Contributing to this trend is the increasing government recognition of the economic potential of open data [17]. Kalampokis, Tambouris and Tarabanis [9] also revised existing e-government stage models and proposed an OGD stage model, which provides a roadmap for OGD reuse
and enables evaluation of relevant initiatives’ sophistication. Vickery [15] suggests that the economic value from the exploitation of OGD surpasses government investments in collecting, interpreting and disseminating the data. Jetzek, Avital and Bjørn-Andersen [7] developed a conceptual model portraying how open data as a resource can be transformed to value. Geiger and von Lucke [3] then analyzed the added value of freely-accessible government data and discussed challenges of OGD for public sector at the different administration levels. A cost-benefit analysis often shows the impact and value of taking the time to facilitate access [13]. Solar, Concha and Meijueiro [12] proposed an open data maturity model to assess the commitment and capabilities of public agencies in pursuing the principles and practices of open data, which has a hierarchical structure consists of domains, sub-domains and critical variables.

1.2 Structural equation modeling and partial least squares regression

Structural equation modeling (SEM) is the first generation path modeling widely used by researchers and practitioners to analyze the interrelationship among variables in a model. Some of the researchers classify SEM as the covariance-based SEM (CB-SEM). However, this method has been argued since its application should achieve the criterion before conducting the measurement and structural model. Thus, partial least squares SEM (PLS-SEM) was established to solve this problem [1], [5]. Afthanorhan [1] then compared CB-SEM and PLS-SEM, examined which one of these structural equation modeling methods is appropriate to use for confirmatory factor analysis and concluded that PLS-SEM is more reliable and valid.

Its application is aimed to maximize the explained variance of the endogenous latent variables (dependent) by estimating partial model relationships in an iterative sequence of ordinary least squares (OLS) regressions, and minimize the unexplained variances [1], [5]. Latent variables are underlying variables that cannot be observed directly, they are also known as constructs or factors [16]. The most frequently cited reasons to use PLS-SEM are related to small sample sizes, non-normal data, the use of formatively measured latent variables, and also the unrestricted use of single attribute constructs. Other substantive reasons for choosing PLS-SEM can be found in [4] or [11], where authors provided comprehensive guidelines to aid researchers in avoiding common pitfalls in the PLS-SEM use. PLS-SEM is not appropriate for all kinds of statistical analysis. There are also some weaknesses such as [16]: since arrows are always single headed, it cannot model undirected correlation; high-valued structural path coefficients are needed if the sample size is small; it may create large mean square errors in the estimation of path coefficient loading, etc.

There are two sub-models in a structural equation model, the inner model specifies the relationships between the independent and dependent latent variables, whereas the outer model specifies the relationships between the latent variables and their observed indicators, which can be measured directly, they act as indicators for an underlying latent variable [5], [16]. In the SEM, a variable is either exogenous or endogenous. An exogenous variable has path arrows pointing outwards and none leading to it. Meanwhile, an endogenous variable has at least one path leading to it and represents the effects of other variables [16].

Outer model assessment involves examining individual indicator (attribute) reliabilities, the reliabilities for each construct’s composite of measures (i.e., internal consistency reliability), and also the measures’ convergent and discriminant validities. When evaluating how well constructs are measured by their indicators, individually or jointly, researchers need to distinguish between reflective and formative measurement perspectives [4]. While
criteria such as Cronbach’s alpha and composite reliability are commonly applied to evaluate reflective measures, an internal consistency perspective is inappropriate for assessing formative ones. Also formative measures’ convergent and discriminant validities cannot be assessed by empirical means [4], [5], [11].

2 Problem formulation and research methodology

OGD change the role of the public sector to the information publisher, which in turn may result in a change of power distribution between the public and private sectors as well as between the government and the public, where are chances that the work of the government will improve due to increased collaboration, participation, innovation, efficiency, transparency, which will subsequently strengthen democracy.

The aim of this paper is to evaluate how can be open data as a resource transformed to generate the impact and added value for the public sector. The proposed model uses five enabling factors and five generating mechanisms to evaluate the impact. To show the causal relationships between these constructs, the PLS-SEM is chosen. Authors’ model is then based on the conceptual model of OGD value generation, which was developed by Jetzek, Avital and Bjørn-Andersen [7]. However, their model used data from 2011-2012 including some attributes, which do not exist anymore in 2015. Also frameworks of some the indices used were reworked, especially the Web Index by World Wide Web Foundation (W3F). Furthermore, new trends such social media or open data portals arise and have to be incorporated into the new model. Finally, they evaluated only 61 countries. The new model evaluates 86 countries, which offers a bigger sample size. It also solves the problem of the validation of constructs by using only the attributes supported by the literature review.

The PLS-SEM method was chosen, as this study is exploratory due to the emergent state of the phenomenon, use of formative constructs, the small sample size and the complexity of the structural model [4], [5]. Since PLS is based on a series of OLS regressions, it has minimum demands regarding sample size, and generally achieves high levels of statistical power [5]. The main tool used is SmartPLS 3, because it is freely available to the research community. Furthermore, this software has maintained an active online discussion forum, providing a good platform for knowledge exchange among its users. Data pre-processing and basic operations on them are conducted in Microsoft Excel 2010.

3 Research study

3.1 Model description and data sources

The main changes in the new model, which is shown in the Table 1, are as follows: In the first construct, three attributes had to be removed, because they don’t exist anymore in 2015. Extent of open government initiative was moved to the data governance construct. These new attributes were thus added to the data openness and freedom construct: personal data protection laws/regulations, legal requirements for Net neutrality, safeguards to protect privacy of electronic communications, right to information/freedom of information law and freedom of the press. Three attributes had to be also removed from the data governance construct, three others were added: government success in ICT promotion, effective legal protection from cybercrime and use of web-powered ICTs to catalyze action. Also two attributes of the capabilities and readiness construct don’t exist in 2015. They were replaced by the Human Capital Index, quality of the educational system and use of web-powered ICTs to improve education outcomes. Infrastructure and connectivity construct still consist
of firm level technology absorption and Telecommunication Infrastructure Index, however, the structure of this index changed (three new attributes were added into this index). International Internet bandwidth (bit/s) per Internet user, Secure Internet servers per one million people and availability of latest technologies were added. Accessibility of digital content was then moved to the new construct – relevant content and use, together with Online Service Index, which was moved from the data governance construct. This new construct also consist of blocking/filtering of web content.

Attributes of the efficiency construct remained the same. The only two attributes of the innovation construct don’t exist anymore. Therefore, four new attributes were added: Global Innovation Index, capacity for innovation, government procurement of advanced technology products and The Patent Cooperation Treaty patent applications. One attribute from the transparency construct had to be removed and was replaced by the Corruption Perceptions Index. The e-participation index is still the main part of the participation construct, although, the structure of the index used was changed in 2014 [14]. The second attribute of this construct is voice and accountability, which reflects perceptions of the extent to which a country’s citizens are able to participate in selecting their government, as well as freedom of expression, freedom of association, and a free media. The new collaboration construct then consists of use of virtual social networks and cooperation in labor-employer relations.

The focus of the last construct was changed from “value” to “impact”, when three attributes remained, one was replaced by the social performance and the data source of the environmental impact was changed from the Natural Resource Management Index to the Environmental Performance Index because of outdated data (only data from 2011 are available).

**Tab. 1: Description of the exogenous type of constructs, attributes and data source 1/2**

<table>
<thead>
<tr>
<th>Construct</th>
<th>Attribute</th>
<th>Type (measure)</th>
<th>Data source</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Capabilities and Readiness (CR)</strong></td>
<td>1.1 Human Capital Index</td>
<td>Exogenous (reflective)</td>
<td>UN</td>
</tr>
<tr>
<td></td>
<td>1.2 Quality of the educational system</td>
<td></td>
<td>WEF</td>
</tr>
<tr>
<td></td>
<td>1.3 Extent of staff training</td>
<td></td>
<td>WEF</td>
</tr>
<tr>
<td></td>
<td>1.4 Use of web-powered ICTs to improve education outcomes</td>
<td></td>
<td>W3F</td>
</tr>
<tr>
<td><strong>Data Governance (DG)</strong></td>
<td>2.1 Importance of ICTs to government vision of the future</td>
<td>Exogenous (formative)</td>
<td>WEF</td>
</tr>
<tr>
<td></td>
<td>2.2 Government success in ICT promotion</td>
<td></td>
<td>WEF</td>
</tr>
<tr>
<td></td>
<td>2.3 Extent of open government initiative</td>
<td></td>
<td>W3F</td>
</tr>
<tr>
<td></td>
<td>2.4 Effective legal protection from cybercrime</td>
<td></td>
<td>W3F</td>
</tr>
<tr>
<td></td>
<td>2.5 Use of web-powered ICTs to catalyze action</td>
<td></td>
<td>W3F</td>
</tr>
<tr>
<td><strong>Data Openness and Freedom (DOF)</strong></td>
<td>3.1 Personal data protection laws/regulations</td>
<td>Exogenous (formative)</td>
<td>W3F</td>
</tr>
<tr>
<td></td>
<td>3.2 Legal requirements for Net neutrality</td>
<td></td>
<td>W3F</td>
</tr>
<tr>
<td></td>
<td>3.3 Safeguards to protect privacy of electronic communications</td>
<td></td>
<td>W3F</td>
</tr>
<tr>
<td></td>
<td>3.4 Right to information/freedom of information</td>
<td></td>
<td>Freedom House</td>
</tr>
<tr>
<td></td>
<td>3.5 Freedom of the press</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: Authors
| Tab. 1: Description of the endogenous type of constructs, attributes and data source 2/2 |
|---------------------------------|-----------------------------------|---------------------------------|
| **Infrastructure and Connectivity (IC)** | **Exogenous** (reflective) | **Endogenous** (formative) |
| 4.1 Telecommunication Infrastructure Index | **UN** | **ITU** |
| 4.2 International Internet bandwidth (bit/s) per Internet user | **ITU** | **WEF** |
| 4.3 Availability of latest technologies | **WEF** | **World Bank** |
| 4.4 Secure Internet servers per one million people | **WEF** | **World Bank** |
| 4.5 Firm level technology absorption | **WEF** | **World Bank** |
| **Relevant Content and Use (RCU)** | **Endogenous** (reflective) | **Endogenous** (formative) |
| 5.1 Online Service Index | **UN** | **WEF** |
| 5.2 Accessibility of digital content | **WEF** | **W3F** |
| 5.3 Blocking/filtering of web content | **WEF** | **World Bank** |
| **Collaboration (COL)** | **Endogenous** (reflective) | **Endogenous** (formative) |
| 6.1 Use of virtual social networks | **WEF** | **WEF** |
| 6.2 Cooperation in labor-employer relations | **WEF** | **WEF** |
| **Efficiency (EFF)** | **Endogenous** (reflective) | **Endogenous** (reflective) |
| 7.1 ICT use and government efficiency | **WEF** | **World Bank** |
| 7.2 Government effectiveness | **World Bank** | **World Bank** |
| 7.3 Ease of doing business index | **World Bank** | **World Bank** |
| **Innovation (INN)** | **Endogenous** (reflective) | **Endogenous** (reflective) |
| 8.1 Global Innovation Index | **INSEAD** | **WEF** |
| 8.2 Capacity for innovation | **WEF** | **WEF** |
| 8.3 Government procurement of advanced technology products | **WEF** | **WEF** |
| 8.4 The Patent Cooperation Treaty patent applications (all types) | **WEF** | **WEF** |
| **Participation (PAR)** | **Endogenous** (reflective) | **Endogenous** (reflective) |
| 9.1 e-Participation Index | **UN** | **World Bank** |
| 9.2 Voice and accountability | **World Bank** | **World Bank** |
| **Transparency (TRA)** | **Endogenous** (reflective) | **Endogenous** (reflective) |
| 10.1 Corruption Perceptions Index | **Transparency International** | **WEF** |
| 10.2 Transparency of government policymaking | **WEF** | **WEF** |
| 10.3 Judicial independence | **WEF** | **WEF** |
| 10.4 Irregular payments and bribes | **WEF** | **WEF** |
| **Impact (IMP)** | **Endogenous** (reflective) | **Endogenous** (reflective) |
| 11.1 Economical: GDP/capita | **World Bank** | **UN** |
| 11.2 Educational: Education index | **UN** | **Yale and Columbia University** |
| 11.3 Environmental: Environmental Performance Index | **UN** | **UN** |
| 11.4 Health: Health index | **UN** | **UN** |
| 11.5 Social: Human Development Index | **UN** | **UN** |

Source: Authors

In this research study, constructs are made from a maximum of five indicators, and the impact has the largest structural equation with five direct paths pointing towards it. Inner and outer model in a SEM diagram can be seen from the Fig. 1.
3.2 Data analysis

Given that highly skewed data inflate bootstrap standard errors [4], thus statistical parameters of kurtosis and skewness were calculated using the Data Analysis tool in Microsoft Excel. There were no missing data and all columns showed a reasonable degree of normality (kurtosis < |1.5|, skewness < |1|) except for International Internet bandwidth (bit/s) per Internet user, Secure Internet servers per one million people, The Patent Cooperation Treaty patent applications and GDP per capita where it was 2.7, 2.1, 2.5 and 1.6 respectively, which was solved by converting these attributes to a logarithmic scale, because there were no negative numbers. Then, the dataset was converted into .csv file format and uploaded into SmartPLS. Here, the inner model of latent variables was built. Then, the outer model was built by linking the indicators to the related latent variable. When formative indicators exist in the model, the direction of the arrows has to be reversed. That is, the arrow should be then pointing from the formative indicators to the latent variable in SmartPLS.

Reporting the precise settings is important, because a poor choice of options can lead to significantly biased standard error estimates [11]. Therefore, settings of the PLS algorithm were configured with these parameters – weighting scheme: path weighting scheme; maximum iterations: 500; stop criterion: 10^-7 and initial weights: 1.0. All measures were also standardized before running the algorithm. SmartPLS can generate T-statistics for significance testing of both the inner and outer model, using a procedure called bootstrapping. In this procedure, a large number of subsamples (e.g., 5000) are taken from the original sample with replacement to give bootstrap standard errors, which in turn gives approximate T-values for significance testing of the structural path. The Bootstrap
result approximates the normality of data [16]. Then, settings were configured with these parameters – subsamples: 5000; test type: two tailed; significance level: 0.05 and sign changes: no sign changes.

4 Results and discussion

In the PLS-SEM diagram, which can be seen from the Fig. 2, there are two types of numbers – numbers in the circle: these show how much the variance of the latent variable is being explained by the other latent variables; and numbers on the arrow, which are called the path coefficients and explain how strong the effect of one variable is on another variable. The weight of different path coefficients enables to rank their relative statistical importance [16].

![Fig. 2: The PLS-SEM diagram with the results](source: Authors)

By looking at the diagram, the following preliminary observations can be made. The coefficient of determination ($R^2$) is 0.796 for the target IMP endogenous latent variable. For $R^2$ of 0.75 it is substantial, 0.50 is moderate, and 0.25 is weak [5], [16]. This means that the five endogenous latent variables (COL, EFF, INN, PAR and TRA) substantially explain 79.6% of the variance in IMP, which is also 5% more than in the study [7]. The exogenous latent variables then substantially explain 78.8% of the variance in COL, 83.9% in EFF, 83.8% in INN, 75.6% in PAR and 77.5% in TRA. The inner model suggests that COL has the strongest effect on IMP (0.422), followed by PAR (0.378) and INN (0.207). Therefore, it can be concluded that COL and PAR are both moderately strong predictors of IMP.

One of the concerns with formatively measured constructs is multicollinearity across the attributes of each construct. High first eigenvalues can be an indicator of multicollinearity, however, all formative construct’s first eigenvalues are lower than 3. All Variance Inflation Factors (VIFs) were also below the recommended 5.00 value [5]. Table 2 then presents the
reliability and validity of the latent variables (reflective outer model) to complete the examination of the inner structural model.

**Tab. 2: Results summary for reflective outer model**

<table>
<thead>
<tr>
<th>Latent variable</th>
<th>Indicators</th>
<th>Loadings</th>
<th>Indicator reliability</th>
<th>Composite reliability</th>
<th>Cronbach’s alpha</th>
<th>AVE</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR</td>
<td>1.1</td>
<td>0.838</td>
<td>0.702</td>
<td>0.899</td>
<td>0.849</td>
<td>0.691</td>
</tr>
<tr>
<td></td>
<td>1.2</td>
<td>0.840</td>
<td>0.706</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.3</td>
<td>0.908</td>
<td>0.824</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.4</td>
<td>0.730</td>
<td>0.533</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IC</td>
<td>4.1</td>
<td>0.940</td>
<td>0.884</td>
<td></td>
<td>0.965</td>
<td>0.955</td>
</tr>
<tr>
<td></td>
<td>4.2</td>
<td>0.854</td>
<td>0.729</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4.3</td>
<td>0.937</td>
<td>0.878</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4.4</td>
<td>0.963</td>
<td>0.927</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4.5</td>
<td>0.906</td>
<td>0.821</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COL</td>
<td>6.1</td>
<td>0.921</td>
<td>0.848</td>
<td></td>
<td>0.860</td>
<td>0.687</td>
</tr>
<tr>
<td></td>
<td>6.2</td>
<td>0.814</td>
<td>0.663</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EFF</td>
<td>7.1</td>
<td>0.863</td>
<td>0.745</td>
<td></td>
<td>0.922</td>
<td>0.874</td>
</tr>
<tr>
<td></td>
<td>7.2</td>
<td>0.904</td>
<td>0.817</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>7.3</td>
<td>0.913</td>
<td>0.834</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>INN</td>
<td>8.1</td>
<td>0.942</td>
<td>0.887</td>
<td></td>
<td>0.920</td>
<td>0.881</td>
</tr>
<tr>
<td></td>
<td>8.2</td>
<td>0.957</td>
<td>0.916</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>8.3</td>
<td>0.731</td>
<td>0.534</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>8.4</td>
<td>0.887</td>
<td>0.787</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PAR</td>
<td>9.1</td>
<td>0.881</td>
<td>0.776</td>
<td></td>
<td>0.820</td>
<td>0.668</td>
</tr>
<tr>
<td></td>
<td>9.2</td>
<td>0.784</td>
<td>0.615</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TRA</td>
<td>10.1</td>
<td>0.954</td>
<td>0.910</td>
<td></td>
<td>0.970</td>
<td>0.959</td>
</tr>
<tr>
<td></td>
<td>10.2</td>
<td>0.878</td>
<td>0.771</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>10.3</td>
<td>0.962</td>
<td>0.925</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>10.4</td>
<td>0.978</td>
<td>0.956</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IMP</td>
<td>11.1</td>
<td>0.970</td>
<td>0.941</td>
<td></td>
<td>0.983</td>
<td>0.978</td>
</tr>
<tr>
<td></td>
<td>11.2</td>
<td>0.958</td>
<td>0.918</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>11.3</td>
<td>0.946</td>
<td>0.895</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>11.4</td>
<td>0.925</td>
<td>0.856</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>11.5</td>
<td>0.994</td>
<td>0.988</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Source: Authors*

Indicator reliability (i.e. loadings\(^2\)), measured as outer loadings numbers, 0.70 or higher is preferred. If it is an exploratory research, 0.40 or higher is acceptable [4], [5]. Internal consistency reliability, measured as composite reliability and also Cronbach’s alpha, should be 0.70 or higher. If it is an exploratory research, 0.60 or higher is acceptable. Convergent validity, measured as average variance extracted (AVE), can be accepted when the value is greater than 0.50 [4], [11]. Otherwise, these indicators should be removed from the measurement model, since they indicate that the selected indicators have less contribution towards the related constructs [1], [5]. This procedure is known as unidimensionality procedure [1]. This model assessment should be applied in order to improve model’s reliability and validity. However, in this model, all the requirements are achieved. Then, the discriminant validity was conducted.
Discriminant validity (as Fornell-Larcker criterion) values were obtained from the square root of AVE value and are shown in the Table 3. The diagonal values (in bold) are the square root of AVE, while the other values are the correlations between the related constructs. In this case, the discriminant validity is achieved when a diagonal value is higher than the value in its row and column [1]. The result then indicates that discriminant validity is well established.

Tab. 3: Fornell-Larcker criterion analysis for checking discriminant validity

<table>
<thead>
<tr>
<th>Latent variable</th>
<th>CR</th>
<th>IC</th>
<th>COL</th>
<th>EFF</th>
<th>INN</th>
<th>PAR</th>
<th>TRA</th>
<th>IMP</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR</td>
<td>0.831</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IC</td>
<td>0.818</td>
<td>0.921</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COL</td>
<td>0.823</td>
<td>0.861</td>
<td>0.869</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EFF</td>
<td>0.817</td>
<td>0.891</td>
<td>0.792</td>
<td>0.894</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>INN</td>
<td>0.808</td>
<td>0.890</td>
<td>0.758</td>
<td>0.861</td>
<td>0.864</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PAR</td>
<td>0.755</td>
<td>0.788</td>
<td>0.611</td>
<td>0.768</td>
<td>0.700</td>
<td>0.834</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TRA</td>
<td>0.806</td>
<td>0.857</td>
<td>0.825</td>
<td>0.886</td>
<td>0.845</td>
<td>0.681</td>
<td>0.944</td>
<td></td>
</tr>
<tr>
<td>IMP</td>
<td>0.804</td>
<td>0.920</td>
<td>0.794</td>
<td>0.811</td>
<td>0.784</td>
<td>0.787</td>
<td>0.749</td>
<td>0.959</td>
</tr>
</tbody>
</table>

Source: Authors

Using a two-tailed t-test with a significance level of 5%, the path coefficient will be significant if the T-statistics is larger than 1.96 [5], [16]. This has to be done for the path coefficients of the inner model, which are shown in the Table 4, as well as for the outer model, where all of the T-statistics are larger than 1.96, so it can be said that the outer model loadings are highly significant. In the case of the inner model, it can be claimed that only the COL – IMP, INN – IMP and the PAR – IMP linkage are significant in the context of this study. This also confirms the earlier findings. Also the IC exogenous latent variable has the significant impact on all the endogenous latent variables.

Tab. 4: T-statistics of path coefficients (inner model)

<table>
<thead>
<tr>
<th>Relationship</th>
<th>T-statistics</th>
<th>Result</th>
<th>Relationship</th>
<th>T-statistics</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR → COL</td>
<td>2.045</td>
<td>Significant</td>
<td>IC → COL</td>
<td>3.043</td>
<td>Significant</td>
</tr>
<tr>
<td>CR → EFF</td>
<td>0.228</td>
<td>Not significant</td>
<td>IC → EFF</td>
<td>3.746</td>
<td>Significant</td>
</tr>
<tr>
<td>CR → INN</td>
<td>2.214</td>
<td>Significant</td>
<td>IC → INN</td>
<td>3.504</td>
<td>Significant</td>
</tr>
<tr>
<td>CR → PAR</td>
<td>0.027</td>
<td>Not significant</td>
<td>IC → PAR</td>
<td>2.060</td>
<td>Significant</td>
</tr>
<tr>
<td>CR → TRA</td>
<td>2.822</td>
<td>Significant</td>
<td>IC → TRA</td>
<td>2.503</td>
<td>Significant</td>
</tr>
<tr>
<td>DG → COL</td>
<td>0.423</td>
<td>Not significant</td>
<td>RCU → COL</td>
<td>0.344</td>
<td>Not significant</td>
</tr>
<tr>
<td>DG → EFF</td>
<td>4.208</td>
<td>Significant</td>
<td>RCU → EFF</td>
<td>0.180</td>
<td>Not significant</td>
</tr>
<tr>
<td>DG → INN</td>
<td>2.399</td>
<td>Significant</td>
<td>RCU → INN</td>
<td>2.664</td>
<td>Significant</td>
</tr>
<tr>
<td>DG → PAR</td>
<td>1.779</td>
<td>Not significant</td>
<td>RCU → PAR</td>
<td>4.073</td>
<td>Significant</td>
</tr>
<tr>
<td>DG → TRA</td>
<td>1.465</td>
<td>Not significant</td>
<td>RCU → TRA</td>
<td>0.879</td>
<td>Not significant</td>
</tr>
<tr>
<td>DOF → COL</td>
<td>2.196</td>
<td>Significant</td>
<td>COL → IMP</td>
<td>4.191</td>
<td>Significant</td>
</tr>
<tr>
<td>DOF → EFF</td>
<td>1.560</td>
<td>Not significant</td>
<td>EFF → IMP</td>
<td>1.213</td>
<td>Not significant</td>
</tr>
<tr>
<td>DOF → INN</td>
<td>0.403</td>
<td>Not significant</td>
<td>INN → IMP</td>
<td>1.982</td>
<td>Significant</td>
</tr>
<tr>
<td>DOF → PAR</td>
<td>3.293</td>
<td>Significant</td>
<td>PAR → IMP</td>
<td>4.073</td>
<td>Significant</td>
</tr>
<tr>
<td>DOF → TRA</td>
<td>0.607</td>
<td>Not significant</td>
<td>TRA → IMP</td>
<td>1.505</td>
<td>Not significant</td>
</tr>
</tbody>
</table>

Source: Authors
Conclusion

The purpose of the proposed model was to demonstrate the impact of open data and how governments can improve their actions by understanding the relationships among the related enabling factors and generating mechanisms. It provides a more systematic approach to measure the role of open data in improving collaboration, participation, innovation, transparency and efficiency of governments. The results suggest that the focus should be on the support of collaboration, participation and innovation generating mechanisms. They also show that the five endogenous latent variables (COL, EFF, INN, PAR and TRA) used in this model substantially explain 79.6% of the variance of the open data impact (IMP). The most significant indicators in the impact construct are social and economical impact, i.e. open data have the biggest impact on these two areas. These findings would result in more confident predictions and evaluations of open data impacts using constructs introduced in the newly proposed model.

This model represents the most important scientific contribution of this paper, because it is consisted of the most recent attributes defining actions and trends in the e-government development focusing on open data. This model can be also easily extended in the future.
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Abstract: The basic social significance of business - is to provide jobs for working-age population and to unite professional workers in the enterprise. Historical forms of training, such as coaching, tutorship, patronage etc. can be successfully used to solve these problems. Russian experience allows us to generalize and systematize the best tutorship movement in the state. Analysis of the history of tutorship helped to formulate the modern forms and learning tools, such as: training, specific situations solution, business games, etc. The author of this article offers the modern interpretation of the tutorship movement for business based on the historical analysis of tutorship movement in Russia and foreign experience. Tutorship in business in Russia is just starting to gain its force. Entrepreneurs begin to realize the benefits of this form of education. The economic component of business has always been and will always be a priority, so the financial investments in tutorship are small and the return of these investments for enterprise is enormous.
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Introduction

The dynamics of the economy affects the activity of the company and its employees. A modern unstable economic condition confronts managers ever new challenges to solve the problem of skilled trade workers. Employees should be experts in many situations because they often have to cope with changing conditions in enterprises. This must be designed and methods of education of qualified professionals, such as tutoring, mentoring and especially tutorship laying in the paper.

1 Problem formulation

Up-to-date social processes are complex, dynamical and unstable. That is the reason of various behavioural situations in the professional activity of the Russian business personnel. The problem of effective labor productivity of the personnel in certain business unit is quite actual because of the world financial and economic instability.

The tutorship is to solve the problem named.

The essence of term «tutorship» is revealed in the scientific works of S. Vershlovsky [11], S. Batysheva [2], L. Lisokhina [4], A. Hodakov [11], S. Ikonnikova [4], L. Magalnik [7], G. Lewis [6], and others. The need of the young specialist for support from the skilled teacher - the tutor, able to assist urgently on a workplace, able to raise theoretical and professional competence of a young specialist are presented in the researches of B. Frank [3], L. Tolmati [3], O. Lapina [5] and others.

Different authors interpret the term «tutorship» in different ways. Anyway it represents inherently a process of knowledge, abilities, skills and experience transfer.
Tutorship appeared together with mankind, as all the mankind history always represents the transfer of experience. Since the most ancient times teachers, senior companions played the irreplaceable role in the education of a person. All of them can be called in one word - tutors.

In the Ancient Greece education had military character and first of all prepared soldiers in whom the state needed. Children from noble families had tutors who trained them in many useful for the further service arts. We remember legendary Achilles who had two tutors: Hiron and the Phoenix.

The centaur Hiron trained Achilles in sports and many military skills: spare throwing, hunting, riding, and also playing lyre and medicine. Phoenix brought up Achilles since the childhood and trained him in two basic arts: military and rhetorical which were arts of the first necessity [9].

The history of pedagogics knows various ways of the organization of education in educational institutions. For example, in 1813 the Ministry of national education of Russia (MNE) established the division of functions of training and education with a special circular.

There was a post of «the room supervisor at board». Within days the supervisor had to be with children (he presented at the lessons, helped to do homework, organized leisure, and watched children’s behavior). Only speaking French highly moral persons were appointed to this post.

In 1835 there was established the post of class supervisors, whose duties included supervision over students’ behavior at school, in public places, in domestic conditions. As supervisors could have just elementary education, so far as they had no authority among students. Moreover, the constant supervision bordering on police investigation, caused hatred towards the supervisors.

Since 1961 (after serfdom cancellation) the term «supervisor» in MNE documents has been replaced by the term «tutor». More attention was paid to the selection of tutors.

According to the Charter of grammar schools and programmar schools of 1864 the main duty of class tutors there was an out-of-class supervision of students. Educational process was put under strict control of the state.

Since 1871 there was established the institute of class tutors. They were chosen among the teachers, who worked in the certain class. The tutor supervised students of the class and was responsible for their behavior (in female grammar schools class tutors were called «class ladies»). The appearance of class tutors promoted the rapprochement of training and education processes, their merge in a one stream of pedagogical influence on students.

In the end of a XIX-th century class tutors appeared in initial and lowest professional educational institutions. The feature of their activity was to bring up students physically tolerant, respecting heavy physical work, «… accustoming to simple and unpretentious food», supervising students in public places.

At the same time the rules for the craft schools students confirmed in 1901, contained instructions to class tutors to use cultural leisure and physical training with a view of education.
After October, 1917 the institute of class tutors was abolished, as heads of the Soviet education considered that both training and education should enter into duties of each teacher.

Indeed it decreased the level of educational work. In 1931 there was established the post of the group leader (since 1934 - the class teacher) - besides teaching he was carrying out the general work on the organization and education of students’ collective of a certain class.

In 90th years XIX - the beginning of XX century a further strengthening supervising functions of class tutors and their assistants took place. It happened not only in general educational institutions, but also in professional educational institutions. The control became stricter and it proceeded from class tutors, their assistants and supervisors. They controlled students wearing uniform out of school, during summer vacations.

The value of the advanced class tutors’ experience in 1910s was in their pedagogical influence on student’s clubs, subject sections, that gave educational orientation to its activity [1].

As to the tutorship in professional training – the first professional schools in Russia appeared in 1701.

In 1919 Soviet Government with a special resolution created the general center to organize and manage the qualified labor training.

Professional educational institutions appeared the time and the place that economic development demanded. That is why children received the first craft knowledge at comprehensive schools, they were trained metalwork, joiner's, forge, weapon and to shoemaking.

In October, 1940 the Presidium of the USSR Supreme body accepted the Decree «About the State manpower reserves of the USSR». It established the one centralized system of the qualified labor preparation in craft and railway schools, schools of factory training, and also distribution of the prepared specialists. It was established two-year training in craft and railway schools and six-month training at special schools preparing workers of mass professions.

A difficult international situation proceeded the creation of this Decree. «Manpower reserves» was very mobile system, quickly adapting to time requirements. Every factory, every enterprise, village had the order to train certain number of people certain trades. Basically it concerned the defensive industry. For 13 mobilization appeals in 1940-1942 2,5 million people were prepared and basically there were children who replaced the parents in back.

Highly skilled workers-tutors actively participated in education and professional training of young workers, in 70th and till the period of «reorganization» tutorship became a mass tendency [10].

2 Methods, metodological approaches

During «the reorganization» period tutorial professional movement has been destroyed. For a long time businessmen, heads of the «new format» enterprises considered it to be just a formality in human resource management sphere.

In last 10-20 years the tutorship has been recognized as an important mechanism of transfer of knowledge.
Modern conditions of economy demand effective and productive business management, so and human resource management. Tutorship gets new sense in the modern crisis situation. The technique, technologies, mechanism of qualitative achievement of professional motion are developed by specialists in the field of tutorship.

However the existing literature on the tutorship problems is first of all devoted to the problem of mutual relations of the tutor and the student, and also to recommendations about the tutor’s behavior and the description of his functions.

The tutorship profit is expressed in the adherence to work increase and in the staff turnover decrease, but according to 68 sources studied nobody was engaged in researching dependence of the tutorship and the volume of knowledge in the organization increase.

However a number of researches affirm that people supported by tutors worked better and did their career faster. Probably because they acquired their tutors’ knowledge.

It is obvious that both officially appointed and informal tutors are as informal teachers when impart their knowledge. Last years the tutorship concept includes mutual help and «reverse tutorship», in other words the process of getting knowledge by the teacher (tutor) from the student [10].

Despite available researches in the field of tutorship, the considerable work made by the authors above-stated, the modern literature pays not enough attention to the institute of tutorship as a complete system.

Available researches do not define accurately: tutorship’s forms and methods, the monitoring and analysis means, that allow to estimate its efficiency in system; dynamics of professional formation of the worker in the course of tutorial activity isn’t characterized, perspective forms of the system of tutorship development aren't specified, there is no generalization and ordering of tutorial experience, its development and distribution. The restrictions of the article given don't allow to reveal all these directions.

Due attention should be paid to foreign experience associated with mentoring, based on storytelling, so the authors Walter, Dorothy Leonard, Mimi Shils, Lisa Abrams in their book «How to turn knowledge into value: solutions from IBM Institute for Business Value» the results of research conducted since 2000 in Silicon Valley, Boston, Washington, India, Singapore, Hong Kong. They conducted a survey of teachers newly established companies and teams, the purpose of which is the ability to track the flow of knowledge between experienced entrepreneurs, act as a "successful capitalist mentors" venture capitalists "incubators" and budding entrepreneurs that they helped in the development. The collection of survey participants was more than 100 interviews, half of which is the study of issues with mentors. The study findings were formulated that information on the direct positive relationship between mentoring and efficiency of the organization gathered enough, nobody is engaged in research communication coaching and increase knowledge in the organization. The authors note that all existing literature in the field of mentoring is dedicated to the structuring of the relationship teacher and student, describing the main functions of a mentor, recommendations aimed at the behavior of a mentor that does not fully meet the needs of the business, the entrepreneur who starts to develop a new business, you should stick to the old known rule - "Attention, attention, and once again the attention", thus it is necessary to know that only an experienced mentor will feel when you need to expand the range of activities. Mentoring plays a key role in building the competence of the organization, of which the main ones are the socialization and internalization. [12]
The competition in business predetermine workers’ necessity looking-for effective decisions of professional problems, a possibility of overcoming the obstacles, getting practical experience, the efficiency of the labor potential application, it’s also why tutorship becomes actual, attractive, timely among businessmen, manufacturers, chiefs. The individual-focused training of professional tutorship of the personnel would encourage the formation of really professional and personnel's professional competence upgrading.

Let's dwell upon the structure of the individual-focused training of professional tutorship of the personnel in business.

3 The individual-focused training of professional tutorship of the personnel…. 

It is accepted to understand as training «the method of active training that creates conditions for participants’ self-disclosing and for their independent search of ways of the problems’ solving and also directed on development of knowledge, abilities, skills and acquisition of social experience» (edition of the author of article).

The value of the individual-focused training of professional tutorship is predetermined by its conduction form and active role of the participants.

Making the approximate individual-focused training program it is necessary to consider the concept of pedagogical activity structure, proceeding from the tutor’s personality. This concept was developed by V. Slastenin [8]. The tutor’s (teacher’s) personality is considered as the complete formation which logic center is the motivational sphere that defines a social, professional-pedagogical and informative orientation [8, 9].

It is necessary to consider the necessity of realization of inducing functions of problem-developing training, inclusion of emotions into training process that involves participant’s deepening of motivation of activity, change of installations and semantic formations of participants, promotes the development of belief, skills, in some situations and abilities, and not just to mastering of knowledge [8, 9].

It is necessary for the tutor to remember while preparing and carrying out training that he is understanding and benevolent colleague, who just corrects and (or) coordinates the activity of participants of training, and the participants of the training group carry out independently all basic work under the solving problems and self-development.

The number of standard group is recommended to be 12-16 persons; the author of the present article takes into consideration her personal experience and recommends it to be less than 14 persons.

The room for work should be prepared the way that all the participants could easily change their location for work in the big and small groups.

Procedure and regulations questions should be discussed at the very beginning of the class and to try not to break them.

Participants of training take seats on chairs (on a floor) in a circle, faced to the center, the tutor observes their actions. Often people take seats proceeding from psychological compatibility, psychologically not the compatible people try to take a sit far from each other.

Each training begins with representation (acquaintance), it is better, if cards with the names of participants are prepared in advance. The cards are fixed on a breast or established on a floor so that any could read a name.
Explanation of the purpose and training process.

Revealing the ones who don’t wish to participate in training as voluntary and open participation is one of conditions of successful training. Not every participant is ready to it.

The next aspect the tutor should pay attention to, is formulation of principles and rules of behavior of the participants of training. It is necessary to remember that training should be positive, promote favorable moral and psychological interaction. Therefore rules and principles should be simple and clear:

1. To call each other respectfully and by name.
2. To be here and now.
3. To listen and to hear.
4. To speak shortly and to the point.
5. To keep a format of the academic discussion, not to interrupt each other.
6. To express only it is personified, i.e. from itself personally.
7. To perceive the statement of any participant of training as its personal opinion, the viewpoint, without denying and without discussing it.
8. Confidentiality of work training groups.
9. To give positive mood to itself and to others.

The rules presentation is also important, it is good, if they are printed in large print and hang up in visual availability after their acceptance by group.

The next stage for participants of training is a formation of positive mood and a favorable microclimate in training group. The tutor gives installation on training, formulates the task, specifies, whether the installation on training is clear to participants.

The most widespread positive training is «Association of the neighbor on the right with a plant». The essence of it is following — even if at first sight it would be «fantasy» (invented) plant or even «cactus» will be chosen, the tutor accompanies each association in a finishing part of description and formulates the positive information.

For example «cactus. (What? Let the participant describe it aloud in details), it is necessary to notice that some cactuses are edible, so in Mexico people prepare salads, stalks of one of kinds of cactuses of prickly pears promote decrease the level of sugar in blood of people with a diabetes. Flowers of a cactus of rare beauty.

On the basis of it, it is possible to resume that our participant has only external signs of «prickliness» and warns us «it is necessary to be accurate with me if you arrive badly, I «will prick» you». Actually this person is ready to come to the rescue and give everyone serious support.

After that the tutor makes a resume about the whole group, and the next stage of work starts. In process training can transfer from one form to another, trainings can be classified to following signs:

- By quantity of participants:
  2. Pair.
3. Quartet.
5. Etc.

- On rigidity of carrying out:
  1. Rigid.
  2. Soft.
  3. Combined.

- On a field of activity:
  1. Administrative.
  2. Commercial.
  3. Psychological.
  4. Social, etc.

- On a process orientation:
  1. Training.
  2. Developing.
  3. Fastening of knowledge, abilities, skills.

- Etc.

Participants of training are offered to generate microgroup or commands (on 2-6 persons) and to choose the coordinator of group (responsible, the head).

The tutor suggests to solve a concrete real situation (the task, a problem). He defines regulations of time for it. In the course of work the tutor watches the participants.

If there are prepared special forms on each participant with instructions of high lights of activity in the course of training the tutor makes notes. If they aren’t prepared in advance and videorecording (participants are warned in advance about it) isn't conducted, the tutor should do serious work analyzing the course of training when it is over. When the time for decision in microgroups is up, the tutor offers each microgroup to sound its variant of decision.

Then together with participants of training he promotes production of various variants of decisions depending on possible factors of influence, more often: a pessimistic, optimistic, realistic variant.

The main requirement for the tutor at that stage is to remember time regulations as any training should be completed, the training purpose should be reached.

After the basic variants of decisions are formulated, the tutor once again pays participants attention to them, pronouncing and specifying at participants of training, the reasons which influenced the acceptance of these decisions.
Summing up training, the tutor thanks all participants and asks to fill questionnaires which will allow him to reveal weak and strengths of training and improve process in further work.

Joint activity of the tutor and workers in the course of knowledge, development or fastening this or that material means that everyone brings the special individual contribution in it, that there is an exchange of knowledge, ideas, ways of activity in this process. It happens in goodwill and mutual support atmosphere that allows not only to receive new knowledge, but also develops informative activity, transfers it on higher forms of cooperation and cooperation.

Tutorship gets another new sense, it is the most effective with introduction of nonconventional forms and methods of transfer of professional experience.

It is necessary to notice that the individual-focused training of professional tutorship will promote formation of the worker, if:

- it is carried out purposeful preparation of workers for tutorial activity;
- tutorial activity is built stage by stage, according to logic of designing of dynamics of professional formation of the worker in self-education sphere;
- a free choice and the tutor, and the trainee should be provided and also steady interest to tutorial movement should be formed;
- constructive professional interaction of the instructor and the worker (trainee) should be provided;
- tutorial activity promotes creative self-realization of the tutor and the worker (trainee);
- a level of the workers and his tutor’s personal-significant ascension to the top of professionalism, continuous self-development and self-realization acts as criteria of professional formation of the worker;
- various collective, group and individual forms of educational activity, such as: training on a workplace, business games, trainings, the decision of concrete situations, etc. are used in the course of tutorial activity.

To develop the tutorship in modern enterprise structures and to fix it in business structures the joint decision of some question is needed:

- The tutorship phenomenon is a necessary socially-pedagogical component of social development and preservation of self-value traditional sociocultural bases, it demands not only state support, but also a support from proprietors of business, heads of the enterprises;
- tutorial movement is the keeper of traditions of the enterprises and is that link which transfers these traditions to the following generations, and also promotes formation and development of high-quality professional personnel resources of the organizations, therefore it is necessary to think over the system of motivation of tutorship, that would be capable to revive the prestigiousness of this movement;
- it is necessary to create a structurally functional model of system of the tutorship providing professional formation of the worker, and its realization within the limits of enterprise activity;
necessary and sufficient organizational-pedagogical requirements in the course of professional formation of the worker by means of tutorship system are the following: development of steady motivation to the trade chosen and involving of the worker in processes of self-knowledge, self-judgement, a self-appraisal, self-checking and continuous self-development and self-realization; a concrete definition and stage-by-stage formation of professional abilities on use of the received knowledge in practical activities; creation within the limits of courses of improvement of qualification of programs for tutors and the young specialists promoting their creative realization; the organization of scientifically-practical conferences, round tables, seminars for young specialists and tutors for the purpose of an experience exchange and business cooperation.

Conclusion

The information presented in this article in the development of tutorship movement in Russia, its forms and tools for business is advisory in nature and is the point of view of the author. The further development of the tutorship problem research will be presented in other articles. I am going to research and to present the articles in in the field of the domestic tutorship, professional tutorship in the high school, modular technologies by the tutors’ education. In addition to these research areas related to mentoring, continues the author of many years of work associated with the formation of a professional coach based on the competence approach. The author developed competence model of a professional mentor (base) and a professional mentor (Specialized). This theme of the research was, is and will be controversial and actual.
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PRODUCTION-CONSUMPTION PATTERNS OF BEHAVIOUR OF EUROPEAN REGIONS
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Abstract: Cohesion policy belongs among the most important fields of EU interests. Its objectives are achieved by many ways with respect to diversity among the European regions at the level of NUTS 2. The aim of this paper is to analyse relevant indicators, and via the evaluation of EU regional policy effectiveness to review difference in the production-consumption patterns of behaviour of European regions; focussing on convergence and variableness of these regions. With defined goal in mind, the regions have been classified. To classify the regions, the relational indicator has been created. The relational indicator has been developed as the relationship between the index of relative performance and index of relative consumption sources. The changes of relational indicator, as well as the GDP per capita criterion, have been evaluated in two periods.
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Introduction

A major area of EU policy is the area of cohesion policy, which can undoubtedly be testified by the funds it has been allocated in the last two multiannual financial frameworks to support the objective “cohesion for growth and employment”: in the planning period 2007-2013 the amount of approximately 335 billion EUR, i.e. 33.70 % of the total commitment, and in the planning period 2014-2020 the amount of 325 billion EUR (i.e. 33.85 %). [4] The importance given to policies aimed at the cohesion of regions across the EU territory will remain preserved in the future; the objective remains to achieve the necessary degree of cohesion within the European integration grouping. The last three expansions meant the accession of states with a prevalence of less developed regions at various different levels, and so the emphasis on the convergence objectives of cohesion policy was further enhanced by a focus on promoting growth. It can be spoken about of the objective of “growth orientated convergence of EU regions”.

Any meaningful policy should have a defined purpose, and therefore the concept of cohesion policy can be viewed from a teleological point of view. [3] It is subject to the principle of finality perceived from the present to the future. When identifying policy objectives and their fulfilment it is necessary to address - in addition to the above relationship of hierarchical succession - the question of relations between different objectives (purposes), and means.

With connection to the EU policy and its member states, the terms of performance and competitiveness have been many times mentioned. But it should not be forgotten that such terms do not create the original purpose of policy, since satisfying the needs of inhabitants via consumption do. It is possible to assume that by filling the original purpose not only single production-consumption pattern for all regions exists. On the contrary, as a consequence of regional diversity we can suggest that more behaviour
patterns which reflect different initial conditions and chosen ways to reach the objectives exist.

A comparative study presents different views on the development of EU Member States in terms of the objectives of cohesion policy and shows the consequences of EU enlargement. [1, 12, 13] For example A. Krueger [10] concludes that while Member States converge in terms of gross domestic product per capita in PPS (measured variation range in 2000-2008), internal disparities between the regions within the states increase. It is not unusual to also point out that the causality between the high consumption of income in a given state and the tendency for low investment (and vice versa) is weakening as a result of the significant effects of global capital markets and international trade. [2]

The continuity of consumption with the production function is quite obvious. Only to a limited extent can man consume what has not been produced. If consumption is understood as the fulfilment of a desired standard of living, it is not possible to disagree with the idea of the winner of the 2008 Nobel Prize in Economics, P. Krugman, who said that: “The ability of the state (or region) to improve the standard of living depends almost entirely on the ability to increase output per worker.” [11]

With regard to aforementioned minds, it looks to be useful to analyse relevant indicators in this field, and focussing on evaluation of EU cohesion policy effectiveness to catch possible differences in production-consumption patterns of behaviour of European regions. Furthermore, we would like to provide some kind of classification of these regions.

The objective of the research is to evaluate European regions according to the relation between the growth of performance and growth in sources of individual consumption and to classify them.

Two partial hypotheses are set:

A. European regions reflect the expression of beta convergence in the sense that the less developed regions have a higher growth performance index than the index of growth of creation of sources of individual consumption;

B. European regions confirm the high variability of the regions of individual states, i.e. NUTS 2 of the respective states in terms of the surveyed relationship does not fall into the same class.

1 Data and methodology

Eurostat data was used for the analysis. From the total number of 272 NUTS 2 of all of the 28 states, 85 NUTS 2 had to be excluded because of an absence of the relevant data. Therefore, the sample includes 187 NUTS 2 (69 %) of eighteen EU Member States (regardless of whether the country was an EU Member State in the year of the survey or not).

A ten-year period from 2000 to 2009 is assessed, which includes the impact of the global economic crisis that hit Europe in 2008. In order to eliminate the impact of the recession selected moments evaluated in this period were compared with the results for the shortened period from 2000 to 2007.

The analysis works with regional disposable income of private households as an indicator of sources of individual consumption and regional gross domestic product as an indicator of performance. A relational indicator was created for analyses of the
relation between the performance and consumption in EU regions showing the relationship between the index of growth of relative performance \( I_p \) and the index of growth of relative production of sources of individual consumption \( I_h \) in order to point whether in the relevant NUTS 2 region the growth of performance exceeded the growth of individual, or vice versa.

\[
r(P, H) = \frac{I_p}{I_h} = \frac{P_{2009}/P_{2000}}{H_{2009}/H_{2000}}, \quad \text{resp.} \quad r(P, H) = \frac{I_p}{I_h} = \frac{P_{2007}/P_{2000}}{H_{2007}/H_{2000}} \tag{1}
\]

The relative performance \( P_t \) is given by the gross domestic product per economically active person (2). [9]

\[
P_t = \frac{GDP_t}{EAP_t} \tag{2}
\]

Where:  
GDP = gross domestic product at current market prices in PPS;  
EAP = economically active person from 15 to 64 years;  
t = time, year.

Furthermore, the indicator of relative creation of sources of individual consumption \( H_t \) was calculated as a share of regional disposable income of private households in PPCS and the mid-year population of the relevant region (3). [9]

\[
H_t = \frac{DIH_t}{MYP_t} \tag{3}
\]

Where:  
DIH = disposable income of private households in PPCS;  
MYP = mid-year population;  
t = time, year.

In order to avoid the anticipated effects of the global crisis, therefore the relational indicator \( r(P, H) \) is calculated for the two periods, as indicated by formula (1), both for the period 2000-2009 and for comparison with the pre-crisis situation for the period 2000-2007, including an assessment of the changes that determined the outcome. According to classification two criteria - degree of development of the region according to the median of gross domestic product per capita, and the ratio of the dynamics of the growth of consumption and performance using \( r(P, H) \), the sample of surveyed regions was divided into four classes, namely:

- Class I. \( r(P, H) < 1 \) in the less developed regions;
- Class II. \( r(P, H) < 1 \) in more developed regions;
- Class III. \( r(P, H) > 1 \) in more developed regions;
- Class IV. \( r(P, H) > 1 \) in less developed regions.

The regions were classified according to the ratio of the growth index \( P_t \) and the growth index \( H_t \) in the period 2000-2009 and at the same time by GDP per capita in PPS in the period 2000-2009. To assess the impact of the global crisis the ratio of the growth index \( P_t \) and growth index \( H_t \) was also incorporated into the analysis of the processed data.

2 Problem solving and discussion

Due to the devastating impact of the global economic crisis that hit Europe in 2008, a comparison was made of the NUTS 2 in five percentiles according to the relation between the growth of performance and the growth of indicators of final consumption \( r(P, H) \) both
for the period 2000/2007 (i.e. before the crisis) as well as for the entire study period 2000-2009 - see Fig. 1.

**Fig. 1: Comparison of the distribution of NUTS 2 in percentiles based on the relation between growth of performance and growth of sources of consumption**

Source: own work based on Eurostat data [5, 6, 7, 8]

*Note: intervals of extreme quartiles incorporate the boundary values achieved.*

The almost normal distribution of NUTS 2 in the period including the crisis is represented by a loss of skewness of the histogram in the pre-crisis period, which showed the predominance of the growth of performance over the growth of consumption in many of the regions. Fig. 1 illustrates that the condition $I_p > I_H$ (growth of performance exceeds growth of consumption), which was recorded in the first two quintiles, is shown by 103 regions of the sample in the period 2000-2007, i.e. approximately 55 %, whereas in 2000-2009 this was only 49 regions, i.e. approximately 26 % of the sample.

When examining the causes of the results of the relation between the growth of performance and growth of individual consumption (i.e. one of the classification criteria) six theoretically possible cases were created; however, the results only include three versions of the practical expressions that determine the results:

A. the result of the calculation $r(P,H) < 1$ according to the formula (3) is given by the conditions: $I_p > 1$ et $I_H > 1$ et $I_p < I_H$;

B. the result of the calculation $r(P,H) < 1$ according to the formula (3) is given by the conditions: $I_p < 1$ et $I_H > 1$;

C. the result of the calculation $r(P,H) > 1$ according to the formula (3) is given by the conditions: $I_p > 1$ et $I_H > 1$ et $I_p > I_H$.

The remaining possible cases do not occur in the examined economic reality:

$r(P,H) < 1$ where $I_p < I_H$ et $I_H < 1$ et $I_p < 1$;

$r(P,H) > 1$ where $I_p < I_H$ et $I_H < 1$ et $I_p < 1$;

$r(P,H) > 1$ where $I_p > 1$ et $I_H < 1$.

Regions in the sample group for the period 2000-2009 show a clear predominance of version A (135 regions, i.e. 72 %), whereas version B has a marginal representation (3 regions, i.e. 2 %), and version C had a significant representation (49 regions, i.e. 26 %). Group B, which showed a growth of individual consumption and decrease in performance,
includes two French regions (Champagne-Ardenne and Basse-Normandie) and the Swedish region of Sydsverige. Group C, which is characterized by the growth of individual consumption and growth of performance, while consumption is growing more slowly than performance, includes regions of Belgium (3), the Czech Republic (5), Germany (8 - both the former East and West Germany), Great Britain (7), the Netherlands (6), Poland (10), Portugal (1), Romania (7), Slovenia (1), and Slovakia (1). It is also interesting that these Group C regions for the individual countries include the region that represents or includes the capital city of that country. All of the other regions show a growth in individual consumption and performance, while consumption is growing faster than performance (group A).

In order to classify the regions into defined classes the criterion of the degree of development of the regions was analysed using gross domestic product per capita. A general evaluation of the sample regions for the years 2000, 2007 and 2009 shows that between 2000 and 2007 there was an increase in the median and average of the evaluated indicators for all of the regions included in the sample. However, in 2000 the median exceeded the average, while in 2007, on the contrary, the average exceeded the median. Between 2007 and 2009 there was a reduction in the value of the median and average gross domestic product per capita and the median is smaller than average, which is similar to in 2007 but even more significant.

The changed in variability of the extent of development of the regions in terms of gross domestic product per capita is reflected by the relation of this indicator of the individual countries to the minimum determined value in 2000 and 2009. To illustrate: in 2000 the maximum gross domestic product per capita (British Inner London) is nearly 17 times the minimum (Romanian Nord-Est), the other 5 regions represented ten times the minimum indicator; whereas in 2009 it was “only” about 11 times (again, Inner London is the maximum and the minimum is Nord-Est). No other region had less than 10 times the minimum. The second highest (7.56 times) against the minimum of the Nord-Est region in 2009 is Rég. Bruxelles / Brussels Gewest. In this sense, the imaginary gap between the least and most developed regions is closing.

By using both parameters – r(P, H) and gross domestic product per capita – we can create, as described above, classes of regions whose changes in terms of affiliation in 2000, 2007 and 2009 are depicted in Figures 2, 3 and 4.
Fig. 2: Distribution of regions into classes according to the relation of growth of performance and individual consumption $r(P,H)$ for the period 2000-2009 and the gross domestic product per capita in 2000

Source: own work based on Eurostat data [5, 6, 7, 8]

Note: The median gross domestic product per capita in 2000 was 19 085 PPS.

The regions of the following countries are located in the individual quadrants:

<table>
<thead>
<tr>
<th>Quadrant</th>
<th>Regions</th>
</tr>
</thead>
<tbody>
<tr>
<td>IV. quadrant</td>
<td>BE(1), CZ(4), DE(4), PL(10), RO(7), SI(1), UK(2)</td>
</tr>
<tr>
<td>III. quadrant</td>
<td>BE(2), CZ(1), DE(4), NL(6), PT(1), SK(1), UK(5)</td>
</tr>
<tr>
<td>I. quadrant</td>
<td>BE(3), CZ(3), DE(2), EE(1), I.E.(1), ES(10), FR(10), CY(1), LV(1), LT(1), NL(1), PL(6), PT(6), RO(1), SI(1), SK(3), UK(11)</td>
</tr>
<tr>
<td>II. quadrant</td>
<td>BE(5), DE(24), I.E.(1), ES(7), FR(12), NL(5), SE(8), UK(14)</td>
</tr>
</tbody>
</table>

Fig. 3: Distribution of regions into classes according to the relation of growth of performance and individual consumption $r(P,H)$ for the period 2000-2007 and the gross domestic product per capita in 2007

Source: own work based on Eurostat data [5, 6, 7, 8]
The remaining 91 regions (nearly half) are below the median. The figures clearly show (i.e., projecting above the median GDP per capita) were represented by 96 regions.

Note: The median gross domestic product per capita in 2009 was 22 258 PPS.

The regions of the following countries are located in the individual quadrants:

<table>
<thead>
<tr>
<th>IV. quadrant</th>
<th>III. quadrant</th>
</tr>
</thead>
<tbody>
<tr>
<td>I. quadrant</td>
<td>II. quadrant</td>
</tr>
<tr>
<td>BE(1), CZ(3), DE(3), ES(2), FR(17), CY(1), LV(1), PL(2), PT(4), RO(1), SI(1), SK(1), UK(2)</td>
<td>BE(3), DE(13), I.E.(1), ES(8), FR(4), NL(6), SE(8), UK(2)</td>
</tr>
</tbody>
</table>

**Fig. 4: Distribution of regions into classes according to the relation of growth of performance and individual consumption r(P,H) for the period 2000-2009 and the gross domestic product per capita in 2009**

Source: own work based on Eurostat data [5, 6, 7, 8]

Note: The median gross domestic product per capita in 2009 was 22 258 PPS.

The regions of the following countries are located in the individual quadrants:

<table>
<thead>
<tr>
<th>IV. quadrant</th>
<th>III. quadrant</th>
</tr>
</thead>
<tbody>
<tr>
<td>BE(1), CZ(4), DE(3), PL(10), RO(7), UK(3)</td>
<td>BE(2), CZ(1), DE(5), NL(6), PT(1), SI(1), SK(1), UK(4)</td>
</tr>
<tr>
<td>I. quadrant</td>
<td>II. quadrant</td>
</tr>
</tbody>
</table>

Fig. 2 and 4 use the relation r(P,H) for years 2000-2009 and GDP per capita for the years 2000 and 2009. Fig. 3 includes the relation r(P,H) for the period 2000-2007 and GDP per capita for the year 2007. In all three years (i.e. 2000, 2007 and 2009) developed regions (i.e., projecting above the median GDP per capita) were represented by 96 regions. The remaining 91 regions (nearly half) are below the median. The figures clearly show an increase in the variation between regions in terms of this indicator, in other words: “the quadrants are increasing in breadth”.
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Analysis of the change in the vertical axis $r(P,H)$ shows a significant difference between the period 2000 to 2007 (before the crisis) and the period 2000 to 2009. Whereas in 2007 there were 103 regions for which growth in consumption was greater than growth in performance (with an almost equal representation of developed and less developed regions), in 2009 there were only 49 regions and the less developed regions (28) prevailed over the developed ones (21). Conversely, a higher growth in the sources of individual consumption than growth of performance was recorded in 138 regions in 2009. It is clear that the crisis significantly affected the European regions in this respect.

The main differentiating moment of the regions in terms of classification is therefore the relation $r(P,H)$ not the median gross domestic product per capita.

The two largest countries based on the number of NUTS 2 regions - Germany and the United Kingdom – have regions in all four categories (I. - IV.), In addition, Belgium is third in terms of the number of regions. If we remove the exceptions (one of the regions of the country), then the regions of five countries fall into two classes classification (I., II.). Namely: all of the Spanish and French regions have lower performance, whether they are more or less developed, Dutch regions are all in the developed category, although some are characterized by higher growth performance (III.), or the second highest growth if consumption (II.), the Portuguese regions represent both the class of less developed performance regions (I.) as well as the class of advanced performance regions (II.), and finally the Polish regions are in terms of the relationship between the growth of performance and growth of consumption analogous to the Dutch regions, but unlike them they fall into the category of less developed regions (I., IV.). The regions of Sweden have an exceptional position as they remain in the class of developed regions with higher growth of individual consumption than growth of performance (II). In contrast, the Romanian regions (with one exception) are in the less developed regions with higher growth of performance than consumption (IV.). Regions of the Czech Republic and Slovakia representing or comprising of the capital city are specific as the belong to the developed regions with higher performance than consumption (III.), other regions have less performance but fall into both categories according to the indicators $r(P, H)$ (I., IV.). It should be emphasized that the individual regions do not remain in the same class, and that their position changes over time. (In terms of the country’s regions belonging to individual classes, countries representing a single NUTS 2 are not represented, i.e. Estonia, Cyprus, Latvia, Lithuania, and Slovenia, as well as Ireland with its two NUTS 2).

**Conclusion**

The validity of beta convergence in the sense that the less developed regions have a higher index than the growth performance index of growth of individual consumption of resources was not proven. From the sample of regions, 91 are less developed, of which 62 regions have a lower growth of performance than growth of consumption in 2000; however in 2007 there were only 39 but in 2009 their number increased to 63. The hypothesis A has not been verified.

Classification analysis confirms that regions of a single country (if it is not a country which is also a single NUTS 2) do not fall into a single class. The hypothesis B has been verified. Moreover, the classification of the individual regions into classes changes over time. The positive development of the economy in 2000-2007 contributed to a more even distribution of the Regions in the classification of classes. On the contrary, the economic
crisis pushed many regions back into becoming regions with lower growth of performance, i.e. Classes I. and II.

The development of the relation between performance growth \( (P_t) \) and consumption growth \( (H_t) \) was significantly affected by the economic crisis. Up until 2007, there was a predominance of regions with performance growth higher than consumption growth, whereas between 2007 and 2009 there was a general decline in performance and in most regional economies the dynamics of performance were below the growth values of sources of consumption, the development of which manifested a certain inertia.

When classifying the regions into classes according to the selected criteria we determined that the differences in the indicator of gross domestic product per capita reduced during the studied period, despite the extremely high value of this indicator in the region of Inner London in 2009. The classification analysis revealed a highly significant finding i.e. the main classification criterion of the regions is the relationship between performance and consumption expressed by the relation indicator \( r(P, H) \). Although the average and extreme values of the indicators performance and consumption tended to confirm the validity of the beta convergence, in the case of its assessment based on the relation performance and consumption this was no longer valid. Less developed regions were included not only in Class IV. where \( r(P, H) > 1 \), where they should be in the case of the validity of the beta convergence, but also to Class I., where \( r(P, H) < 1 \), and where regions with growth of performance and growth of sources of consumption dominated, although growth of performance \( (P_t) \) is lower than growth of consumption \( (H_t) \).

It is clear that growth of sources of consumption without growth of performance is not sustainable in the long term; on the other hand, supporting growth of performance cannot be an end in itself. In terms of the application of instruments of EU economic policy, particularly in the area of cohesion policy, it is not beneficial to focus only on gross domestic product per capita, it is necessary to use other additional indicators so that the applied instruments and allocated resources can ensure fulfilment of the main purpose, i.e. “long and quality of life of the inhabitants of the individual regions of Europe and the EU as a whole”.

Acknowledgement

The paper was supported by Internal Grant Agency of the University of Pardubice, Project SGSFES_2015001 „Economic and social development in private and public sector“.

References


[12] TVRDOŇ, M. Makroekonomická konvergence: případ zemí visegrádské čtyřky. In Scientific Papers of the University of Pardubice, Series D, Faculty of Economics and Administration. Vol. 16, Iss. 1/2010 pp. 316-328. ISSN 1211-555X.


Contact Address

doc. Ing. Ivana Kraftová, CSc.
University of Pardubice
Faculty of Economics and Administration
Institute of Regional and Security Sciences
Studentská 95, 532 10 Pardubice, Czech Republic
Email: Ivana.Kraftova@upce.cz
Phone number: +420 466 036 711
Abstract: This paper deals with the use of controlling in the management of small and medium-sized enterprises in the Czech Republic and its influence on their economic performance. Data from primary research are presented, which determined the extent of implementation of controlling activities in the examined enterprises. The aim of the secondary research was to evaluate the economic performance of enterprises with and without controlling and to determine whether it is possible to confirm the hypothesis of better economic (financial) results of the enterprises that apply controlling in their management process. The two groups of enterprises are compared by using calculated arithmetic means and medians of selected economic indicators. The source of data is the corporate database MagnusWeb. The compared data are also subjected to statistical analysis. Nonparametric tests i.e. the Mann-Whitney U test and the Kolmogorov-Smirnov test to determine statistically significant differences between the financial results of the enterprises that use and do not apply controlling.
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Introduction

The current market environment places high demands on the competitiveness of enterprises. Pressure on the economic efficiency of enterprises has increased in recent years due to the influence of the previous economic crisis. Therefore, in order for enterprises to succeed on the market they use various management tools and practices, leading to an increase in their efficiency. One of the most widely used management tools is controlling. This tool allows enterprises to effectively analyze and manage their business economy in order to achieve long-term objectives. Controlling is actively used mainly in large and multinational companies who have the necessary organizational conditions and skilled employees. In practice, they benefit from considerable years of experience with the use of this management tool. SMEs also use or want to use controlling. The use of controlling by these enterprises is important because they have a relevant position in each country’s economy in terms of their share of gross domestic product, employment, and innovation. However, due to their size they are somewhat limited in the number of skilled workers needed for each individual area of management. The question therefore arises as to whether small and medium-sized enterprises in the Czech Republic use controlling and what economic results they achieve.

The aim of the research is to determine the extent to which controlling is used in small and medium-sized enterprises, to analyze real economic data and to evaluate whether they achieve better economic results than enterprises that do not use this management tool. The article presents the results of primary and secondary research in this area.
1 Formulation of the issue

1.1 The philosophy of controlling

It is rather difficult to clearly define the concept of controlling because there are innumerable explanations of the term in the literature from various foreign as well as Czech authors. One reason for this is the difficulty in translating the English word controlling, which can be assigned up to 50 semantic equivalents in everyday speech.

The basis of the term controlling is the word “control”, which is usually understood in the sense of to control or to manage. Controlling is understood by some authors to mean control in the sense of the final function of a management system. Others look considerably longer at the issue. Freiberg, for example, states that controlling is a specific concept of corporate governance based on comprehensive information and the organizational links between planning and control processes. [5] This means that controlling is not only control but also a certain approach to the management system, a method of economic management of the company which is oriented towards the future. Some even talk of a type of managerial philosophy based on management by deviation. Eschenbach sees the basic difference between control and controlling as added value consisting of the evaluation and design of corrective changes, corrective and preventive measures for eliminating deviation, and the achievement or adjustment of planned objectives in the future. [4] Hence, control can be described as a kind of subsystem of controlling.

The general objective of controlling is to contribute to ensuring the viability of the enterprise in the present and especially in the future. Some of its most important tasks include planning, budgeting, costing, standard and special analyses, identification and evaluation of deviation, processing of information reports, administration, etc. The essence is to create a planning system which allows an enterprise to evaluate and influence the development of actually achieved results compared to planned ones. Controlling in an enterprise has primarily the function of coordination, innovation, information and consultancy. [9]

In terms of content, Král divides controlling into financial, cost and natural, which are usually applied in non-financial areas such as controlling production, sales, inventory, personnel etc. [8] Based on a temporal viewpoint, controlling can be divided into strategic and operational. Strategic controlling focuses on a longer period of time (several years) and the long-term strategic objectives of the organization. Its task is to manage and control measures required for the implementation and realization of the strategies of the organization. [14] In contrast, operative controlling focuses on a shorter time period, usually one year. Its main task is to optimize business operations and processes, leading to the more effective management of the generation of profit. Here, we constantly compare reality (the actually achieved results) and plans (target, planned results), identify deviation and propose measures to ensure the achievement of operational objectives, which contributes to the fulfilment of organizational strategies. [1] Relevant information obtained in real time is vital for reducing the risk of managers making incorrect decisions. Access to, and acquisition, transfer and evaluation of information are purposeful - their aim is to find and use hidden reserves to increase business potential. [12]

Controlling inherently leads to the continuous formation of innovation (improvement) in spheres of interest, and variables in the form of corrective or preventive measures against deviation. This has a certain connection with the so-called Deming PDCA cycle of continuous improvement or adaptation to the external and internal conditions
of an enterprise. [2] In the framework of which, planning (Plan) takes place, whereby the target values of the variables and paths (procedures, actions) to reach them are determined. In the next stage the plans are implemented and monitored and the actually achieved values of the attributes are measured (Do). Subsequently, the control is performed (Check), which identifies deviations from the plan. In the last phase (Act), these deviations, their causes and consequences are analyzed, and then corrective and preventive actions are proposed and implemented. [3]

1.2 Small and medium-sized enterprises

Small and medium-sized enterprises (SMEs) are a very important part of the market economy of each country. They have a crucial influence not only on the economic performance of the national economy but they are also significant in the context of social benefits. Up to 99% of all business entities in the European Union are classed as small and medium-sized enterprises. Annually, they account for approximately three-quarters of all jobs and 60% of the total produced gross domestic product. For this reason they are often referred to as the main engine of the economy, or its spine. [6] SMEs in the Czech Republic are one of the most important segments of the business environment. Small and medium-sized enterprises make up 99.8% of all subjects and provide more than 60% of the total employment in the Czech business sector, producing about 35% of the total gross domestic product of the Czech Republic. [13]

To be clear what an SME is and what it is not, an exact quantitative definition has been created. According to the methodology of the European Union a small and medium-sized enterprise is considered to be a business entity that: [10]

- employs a maximum of 249 employees,
- while its annual turnover does not exceed 50 million EUR (approximately 1.4 billion CZK),
- or its balance sheet total (assets and liabilities) does not exceed 43 million EUR (approximately 1.2 billion CZK).

One of the major advantages of SMEs is their flexibility. Smaller businesses can usually respond much faster and more effectively to various changes in their surroundings and try to adapt to them. This also relates to their more effective innovation activities. SMEs are able to innovate faster and more effectively due to their flexibility and less complex structure. They are also continuously forced to innovate in order to survive on a highly competitive market in comparison to larger corporations. In contrast, disadvantages of SMEs include their difficulty in accessing financial resources and thus their smaller overall financial strength. This is often associated with a lack of qualified human resources, limited support opportunities and lower bargaining power with stronger trading partners. Nevertheless, SMEs are the main source of economic prosperity and their existence is strongly encouraged by both the European Union and by the individual Member States. [11]

2 Methods

In order to analyze and determine the possible impact of controlling on the economic results and performance of SMEs in the Czech Republic, we conducted secondary research using data from the MagnusWeb database implemented at the Faculty of Economics and Administration of the University of Pardubice. This database contains information on most enterprises operating in the Czech Republic, including financial data. A research
segment comprising 218 companies was selected from the database according to the following criteria:

- Number of employees 100-249,
- working in the manufacturing industry,
- geographically located in the region NUTS 2 (North-east Cohesion Region) – the regions of Hradec Králové, Pardubice and Liberec,
- active enterprises with data available from 3-5 years in the analysis period 2009-2013.

The evaluation of economic performance was preceded by primary research, during which 218 enterprises were contacted by email with the following question: “We would like to ask you whether controlling is performed in any way at your company. Either in the form of a controlling department, a specialized employee, or only a partial incorporation of controlling principles into management”.

The representativeness of the selected sample for the research can be statistically determined by the formula: [7]

\[
n \geq \frac{t_\alpha^2 \cdot p \cdot (1 - p)}{d^2}
\]

(1)

where:
- \(n\) is the required minimum sample size,
- \(\alpha\) is the reliability,
- \(t_\alpha\) is the reliability coefficient of \(\alpha\),
- \(p\) is an estimate of the relative frequency of the studied feature in the base set,
- \(d\) specifies the permissible error in the survey.

If, in our case, the required reliability is 90% with a permissible error of 11% and an estimated relative frequency of 0.6, then the following is true:

\[
n \geq \frac{1.645^2 \cdot 0.6 \cdot 0.4}{0.11^2} = 53.67 \geq 54
\]

(2)

This means that the minimum number of enterprises in the sample in order to ensure its representativeness should be at least 54.

The sample is defined by non-random selection based on the answers to the question on the use of corporate controlling. From the 218 surveyed enterprises selected according to the above criteria answers were received from 57 respondents included in the research. This figure, therefore, satisfies the condition for the minimum number of enterprises and thus the sample can be considered representative. The response rate to the question was 26.1%.

A total of 10 economic indicators are included in the analysis of economic performance, of which 4 absolutely indicate the characteristics of the selected enterprises and the remaining 6 proportional indicators are used for a comparison. The arithmetic averages
of the individual values are calculated and evaluated for each enterprise, and subsequently the means and medians are calculated for both groups of enterprises.

3 Results of the research

During the primary research it was found that out of the 218 surveyed enterprises 35 companies actively use controlling. The majority mentioned the existence of an independent controlling department or at least one employee specializing in controlling procedures. The remaining 22 respondents gave a negative response to implementing even the basic principles of controlling. The structure of the responses is shown in Figure 1.

![Fig. 1: Use of controlling](source: own work)

For the purposes of the secondary research using economic and financial data we applied the following hypothesis **H1: The use of controlling in the management of small and medium-sized enterprises achieves better economic results.** It is supposed that SMEs using controlling activities have better values of indicators, especially in profitability, liquidity and indebtedness.

Table 1 includes the mean and median values of basic economic data characterizing the surveyed enterprises.

**Tab. 1: Characteristics of the surveyed enterprises**

<table>
<thead>
<tr>
<th>Indicator (CZK)</th>
<th>YES</th>
<th>NO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Median</td>
</tr>
<tr>
<td>A – Total assets</td>
<td>223 837 046</td>
<td>192 704 000</td>
</tr>
<tr>
<td>E – Equity</td>
<td>104 047 235</td>
<td>76 524 000</td>
</tr>
<tr>
<td>L – Liabilities</td>
<td>119 789 087</td>
<td>88 459 976</td>
</tr>
<tr>
<td>PTP – Pre-tax profit</td>
<td>11 116 549</td>
<td>6 251 000</td>
</tr>
</tbody>
</table>

*Source: own work*

It is evident that on average enterprises using controlling (YES) have greater assets (balance sheet total) and both components of liabilities than companies without controlling management (NO). On average, enterprises with controlling conduct business with a higher proportion of liabilities, while companies without controlling exhibit a greater proportion of equity. Enterprises with controlling have both higher mean and median pre-tax profit.
Table 2 summarizes the mean and median values of the selected proportional indicators of economic performance of enterprises in the monitored period. It also shows their mutual index and percentage of above-average values separately for both of the groups.

**Tab. 2: Comparison of economic proportional indicators**

<table>
<thead>
<tr>
<th>Indicator</th>
<th>YES</th>
<th>NO</th>
<th>Index YES/NO</th>
<th>% above average values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Median</td>
<td>Mean</td>
<td>Median</td>
</tr>
<tr>
<td>L1 – Immediate liquidity</td>
<td>0.39</td>
<td>0.09</td>
<td>1.31</td>
<td>0.10</td>
</tr>
<tr>
<td>ROE – Return on equity (%)</td>
<td>1.56</td>
<td>8.30</td>
<td>5.26</td>
<td>5.72</td>
</tr>
<tr>
<td>ROA – Return on assets (%)</td>
<td>4.57</td>
<td>3.69</td>
<td>2.69</td>
<td>3.59</td>
</tr>
<tr>
<td>LP – Labour productivity (CZK)</td>
<td>542</td>
<td>506</td>
<td>527 062</td>
<td>816</td>
</tr>
<tr>
<td>Percentage change in pre-tax profit (%)</td>
<td>63.94</td>
<td>4.72</td>
<td>60.33</td>
<td>44.33</td>
</tr>
<tr>
<td>Debt Ratio (%)</td>
<td>54.20</td>
<td>52.08</td>
<td>60.01</td>
<td>42.37</td>
</tr>
</tbody>
</table>

*Source: own work*

It is then possible in Table 3 to compare the percentage of above average values of the individual enterprises over the overall mean and median (both groups of enterprises) for each indicator.

**Tab. 3: Percentage of above average values**

<table>
<thead>
<tr>
<th>Indicator (%)</th>
<th>% of above average values over the overall mean</th>
<th>% of above average values over the overall median</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>YES</td>
<td>NO</td>
</tr>
<tr>
<td>L1 – Immediate liquidity</td>
<td>14.29</td>
<td>27.27</td>
</tr>
<tr>
<td>ROE – Return on equity</td>
<td>74.29</td>
<td>54.55</td>
</tr>
<tr>
<td>ROA – Return on assets</td>
<td>54.29</td>
<td>50.00</td>
</tr>
<tr>
<td>LP – Labour productivity</td>
<td>42.86</td>
<td>36.36</td>
</tr>
<tr>
<td>Percentage change in pre-tax profit</td>
<td>45.71</td>
<td>54.55</td>
</tr>
<tr>
<td>Debt Ratio</td>
<td>40.00</td>
<td>22.73</td>
</tr>
</tbody>
</table>

*Source: own work*

Immediate liquidity expresses an enterprise’s ability to immediately pay its short-term liabilities from freely available funds. Enterprises without controlling reported significantly better mean values; however, the median values are around the same level. This is due to several extreme values which increase the mean. Compared to the recommended range for this indicator (0.2-0.5) the mean for enterprises with controlling is in the specified interval, whereas the value for enterprises not using controlling is greatly above-average. Therefore, Table 3 shows better values for enterprises without controlling for the percentage...
of above average values over the total mean but when comparing above average values with the overall median the opposite conclusion can be inferred.

One of the most followed indicators ROE expresses the ratio of profit over the amount of capital invested. When comparing the means enterprises without using controlling win again. However, the median values indicate better profitability of the enterprises with controlling. This is backed up by 80% of above average values within this group. Likewise, a comparison of the above average values over the overall mean and median for ROE shows enterprises using controlling principles dominating.

Another important indicator is return on assets (ROA) which is the ratio of profit over the total amount of managed assets. The mean and median values are greater in the group using controlling. In addition, a higher percentage of above average values over the overall mean and median ROA demonstrates better results for enterprises using controlling in their management practices.

Labour productivity specifies the volume of revenue generated on average by one employee of a business entity. Again, the mean and median for enterprises using a controlling philosophy are higher and reach more than half a million CZK. The improved performance of this group of enterprises for the indicator of labour productivity is also confirmed by the higher percentage of above average values over both the overall mean and median.

The indicator of percentage change of pre-tax profits reflects the annual percentage change in the amount of profit generated. An enterprise using controlling fares better on average but the median values, which are significantly lower, suggest otherwise. This shows a kind of higher variability of percentage changes in enterprises with controlling and extreme positive but also negative values of this indicator. Above average values over the overall mean and median are relatively higher for enterprises not using controlling.

The last indicator to be compared is total debt. This indicates the ratio of external resources over total utilized resources (value of liabilities or assets). On average, enterprises without controlling activities have more debt; however the median total debt is larger for enterprises with controlling. All of the values are in the range of 40-60%, which corresponds to the recommended values of the indicator based on to the individual specifics of each organization. The percentage of above average values in Table 3 indicates in both cases higher debt of enterprises that implement controlling processes.

The economic data were further statistically evaluated using the Statistica software. The average values of all 57 companies are analyzed in the monitored period for individual indicators separated into the groups YES or NO – based on the use of controlling of functions. Due to the fact that the data do not meet the condition of the Gaussian normal distribution, it was necessary to perform the analysis using so-called nonparametric tests. Two independent tests were used to increase the credibility of the results.

The first was the Mann-Whitney U test corrected for continuity, which is used to verify the null hypothesis that the two varieties come from the same distribution, therefore, that there is no statistically significant difference between the two groups of enterprises. The second is the Kolmogorov-Smirnov test, whose null hypothesis also states that the two varieties correspond to the same probability distribution. This test is based on cumulative frequencies. The tests are performed at a significance level of 0.05.
Table 4: Mann-Whitney U test

<table>
<thead>
<tr>
<th>Variable</th>
<th>U</th>
<th>Z</th>
<th>p-value</th>
<th>Z</th>
<th>p-value</th>
<th>Y valid</th>
<th>N valid</th>
</tr>
</thead>
<tbody>
<tr>
<td>ROE</td>
<td>310.000</td>
<td>1.221202</td>
<td>0.222010</td>
<td>1.221202</td>
<td>0.222010</td>
<td>35</td>
<td>22</td>
</tr>
<tr>
<td>ROA</td>
<td>330.000</td>
<td>0.893363</td>
<td>0.371664</td>
<td>0.893363</td>
<td>0.371664</td>
<td>35</td>
<td>22</td>
</tr>
<tr>
<td>LP</td>
<td>318.000</td>
<td>1.090066</td>
<td>0.275685</td>
<td>1.090066</td>
<td>0.275685</td>
<td>35</td>
<td>22</td>
</tr>
<tr>
<td>L1</td>
<td>358.500</td>
<td>-0.426191</td>
<td>0.669969</td>
<td>-0.426226</td>
<td>0.669944</td>
<td>35</td>
<td>22</td>
</tr>
<tr>
<td>% change</td>
<td>344.000</td>
<td>-0.663875</td>
<td>0.506771</td>
<td>-0.663875</td>
<td>0.506771</td>
<td>35</td>
<td>22</td>
</tr>
<tr>
<td>Debt Ratio</td>
<td>308.000</td>
<td>1.253986</td>
<td>0.209848</td>
<td>1.253986</td>
<td>0.209848</td>
<td>35</td>
<td>22</td>
</tr>
</tbody>
</table>

Source: own work

Table 5: Kolmogorov-Smirnov test

<table>
<thead>
<tr>
<th>Variable</th>
<th>Max negative</th>
<th>Max positive</th>
<th>p-value</th>
<th>Mean</th>
<th>Mean</th>
<th>Y valid</th>
<th>N valid</th>
</tr>
</thead>
<tbody>
<tr>
<td>ROE</td>
<td>-0.080519</td>
<td>0.241558</td>
<td>p &gt; .10</td>
<td>2.9</td>
<td>4.3</td>
<td>35</td>
<td>22</td>
</tr>
<tr>
<td>ROA</td>
<td>-0.051948</td>
<td>0.206494</td>
<td>p &gt; .10</td>
<td>4.8</td>
<td>2.6</td>
<td>35</td>
<td>22</td>
</tr>
<tr>
<td>LP</td>
<td>-0.107792</td>
<td>0.277922</td>
<td>p &gt; .10</td>
<td>532428.2</td>
<td>502505.2</td>
<td>35</td>
<td>22</td>
</tr>
<tr>
<td>L1</td>
<td>-0.141558</td>
<td>0.089610</td>
<td>p &gt; .10</td>
<td>0.4</td>
<td>1.2</td>
<td>35</td>
<td>22</td>
</tr>
<tr>
<td>% change</td>
<td>-0.174026</td>
<td>0.050649</td>
<td>p &gt; .10</td>
<td>47.7</td>
<td>59.3</td>
<td>35</td>
<td>22</td>
</tr>
<tr>
<td>Debt Ratio</td>
<td>-0.090909</td>
<td>0.209091</td>
<td>p &gt; .10</td>
<td>53.8</td>
<td>63.7</td>
<td>35</td>
<td>22</td>
</tr>
</tbody>
</table>

Source: own work

Table 4 shows the result of the Mann-Whitney U test for the examined indicators. Looking at the individual p-values it is clear that the null hypothesis is not rejected for any of the indicators because the p-values are greater than the level of significance. In this case it can be said that there is no statistically significant difference in the various indicators between enterprises with and without controlling. Absolutely the same conclusion can be reached for the results of the Kolmogorov-Smirnov test shown in Table 5. Here, the p-values for the individual indicators are greater than 0.1 and are therefore also greater than the significance level of the test and again the null hypothesis is not rejected for any of the indicators.

For a higher degree of accuracy the tests were further carried out with all the individual indicators in the monitored period. This helps avoid any distortion of values, as in the previous analysis of their averages.
Tab. 6: Mann-Whitney U test for all values

<table>
<thead>
<tr>
<th>Variable</th>
<th>U</th>
<th>Z</th>
<th>p-value</th>
<th>Z</th>
<th>p-value</th>
<th>Y valid</th>
<th>N valid</th>
</tr>
</thead>
<tbody>
<tr>
<td>ROE</td>
<td>6596.000</td>
<td>1.61301</td>
<td>0.106744</td>
<td>1.61301</td>
<td>0.106744</td>
<td>150</td>
<td>100</td>
</tr>
<tr>
<td>ROA</td>
<td>7478.000</td>
<td>0.69025</td>
<td>0.490040</td>
<td>0.69025</td>
<td>0.490039</td>
<td>153</td>
<td>103</td>
</tr>
<tr>
<td>LP</td>
<td>5238.000</td>
<td>2.44404</td>
<td>0.014524</td>
<td>2.44404</td>
<td>0.014524</td>
<td>136</td>
<td>95</td>
</tr>
<tr>
<td>L1</td>
<td>6527.500</td>
<td>-2.09147</td>
<td>0.036487</td>
<td>-2.09456</td>
<td>0.036211</td>
<td>153</td>
<td>101</td>
</tr>
<tr>
<td>% change</td>
<td>5986.000</td>
<td>0.06691</td>
<td>0.946657</td>
<td>0.06691</td>
<td>0.946657</td>
<td>118</td>
<td>102</td>
</tr>
<tr>
<td>Debt Ratio</td>
<td>6081.000</td>
<td>3.09492</td>
<td>0.001969</td>
<td>3.09492</td>
<td>0.001969</td>
<td>153</td>
<td>103</td>
</tr>
</tbody>
</table>

Source: own work

Different results can be deducted from Table 6 than in the case of testing the average values after conducting the Mann-Whitney U test. For the indicators labour productivity indicators, immediate liquidity and total debt the p-value is less than the tested significance level and therefore the null hypothesis of equality of probability distributions for these indicators is rejected. It is therefore possible to state that for these three indicators there is a statistically relevant difference between the two groups of enterprise.

Tab. 7: Kolmogorov-Smirnov test for all values

<table>
<thead>
<tr>
<th>Variable</th>
<th>Max negative</th>
<th>Max positive</th>
<th>p-value</th>
<th>Mean</th>
<th>Y valid</th>
<th>N valid</th>
</tr>
</thead>
<tbody>
<tr>
<td>ROE</td>
<td>-0.060000</td>
<td>0.206667</td>
<td>p &lt; .025</td>
<td>1.6</td>
<td>150</td>
<td>100</td>
</tr>
<tr>
<td>ROA</td>
<td>-0.064471</td>
<td>0.093407</td>
<td>p &gt; .10</td>
<td>4.6</td>
<td>153</td>
<td>103</td>
</tr>
<tr>
<td>LP</td>
<td>-0.034752</td>
<td>0.209830</td>
<td>p &lt; .025</td>
<td>542247.7</td>
<td>506816.3</td>
<td>136</td>
</tr>
<tr>
<td>L1</td>
<td>-0.142755</td>
<td>0.000000</td>
<td>p &gt; .10</td>
<td>0.4</td>
<td>153</td>
<td>101</td>
</tr>
<tr>
<td>% change</td>
<td>-0.070954</td>
<td>0.076105</td>
<td>p &gt; .10</td>
<td>63.9</td>
<td>118</td>
<td>102</td>
</tr>
<tr>
<td>Debt Ratio</td>
<td>-0.071134</td>
<td>0.186052</td>
<td>p &lt; .05</td>
<td>54.2</td>
<td>153</td>
<td>103</td>
</tr>
</tbody>
</table>

Source: own work

The results of the Kolmogorov-Smirnov test shown in Table 7 confirm the rejection of the null hypothesis of a statistically significant difference between enterprises with and without controlling in the case of labour productivity and total debt. It also confirms that the null hypothesis is not rejected in the context of ROA and the percentage change in pre-tax profit. Conversely, the difference can be seen for immediate liquidity, where the null hypothesis is not rejected. For ROE the null hypothesis is rejected compared to the previous test and there is a statistically relevant difference between enterprises implementing and not implementing controlling activities.

From the analysis of the economic results of the surveyed enterprises and the statistical evaluation it follows that the hypothesis H1: “The use of controlling in the management of small and medium-sized enterprises achieves better economic results” was not clearly confirmed in the synopsis of all of the monitored indicators.
4 Discussion

The results obtained through the primary and secondary research are determined by the selection of the sample of enterprises. Enterprises were only selected from the manufacturing industry and enterprises employing less than 100 workers were excluded as SMEs. This restriction is based on the consideration that the smaller the company, the more difficult it is to provide controlling in terms of organization and personnel and hence the assumption that it is used more in manufacturing companies. The other selection criteria i.e. territorial restrictions to NUTS 2 regions and the availability of data for at least three years did not significantly affect the objectivity of the research.

Thirty-five enterprises declaring the use of controlling shows that controlling is implemented in nearly two-thirds of the 57 surveyed enterprises. From this it follows that there is still considerable space in small and medium-sized enterprises for the expansion of an important management tool such as controlling.

There were no collectively and unambiguously better economic results of enterprises with controlling. However, the analysis did show differences in individual indicators, mostly in favour of enterprises with controlling. These related in particular to the comparison of median values which have better predictive ability than arithmetic means. Here, enterprises with controlling achieved better results in the indicators of immediate liquidity, ROE, total debt ratio and labour productivity. On the contrary, the results were worse in the dynamics (changes) of pre-tax profit and ROA. This suggests that enterprises with controlling place a greater emphasis on the efficiency of management and use more financial leverage for higher debt, which may be related to the practical use of controlling in corporate governance and management decision-making. The statistical evaluation carried out using several tests showed that the use of all of the values of the indicators in the monitored period provides a more accurate evaluation of the results than the use of means and medians. This demonstrated statistically relevant differences between the two groups of evaluated enterprises.

The research of the use of controlling in the Czech enterprises will continue. During further work the research should be extended to include a larger number of enterprises without territorial or sectoral restrictions. Primary research should focus on the qualitative aspects of the use of controlling. Therefore, the questionnaire survey will involve two sets of questions i.e. how controlling is provided in terms of organization personnel and qualifications and how its use is combined with other management tools. This concept of research focused on the qualitative aspects of the use of controlling will provide a more objective view of the application of controlling in small and medium-sized enterprises in the Czech Republic.

Conclusion

Today’s dynamically changing times and increasing market competition require enterprises to use effective management tools to ensure economic prosperity. There are a number of tools and management methods available for this purpose that focus on individual activities of enterprises. One of the most important tools for evaluating and influencing the economy of an enterprise is controlling. Foreign enterprises have long-term experience in the use of controlling. Czech enterprises gradually began to introduce modern methods and tools with the deepening transformation of the economy. Large enterprises with foreign owners had an advantage in this. Small and medium-sized
enterprises without foreign ownership structures were in a more difficult situation as they could not rely on previous experience. Therefore, it is useful to determine the extent to which SMEs are currently putting controlling into practice and how this is reflected in their economic results.

Primary research of selected small and medium-sized enterprises in the manufacturing industry in the Czech Republic showed that less than two-thirds of enterprises use controlling in any form. This means that there is ample space for the expansion of this efficient management tool in small and medium-sized enterprises. A summary of the secondary research which focused on the analysis, evaluation and comparison of financial results of enterprises with and without controlling failed to clearly show that enterprises using controlling achieve better results. Enterprises with controlling had better results in the case of the median values of certain indicators. In addition, the evaluation of all of the values of the indicators for the whole time period of three to five years showed that enterprises with controlling had more positive results. Nevertheless, it can be concluded that should controlling be effectively used in corporate governance the results of these enterprises should be significantly better. Research of the use of controlling in enterprises in the Czech Republic will continue and will focus primarily on the qualitative aspects of controlling processes in terms of organization, personnel and qualifications. It will also examine the connection between controlling and other management tools, which should lead to a synergistic effect. The ongoing research will further characterize in detail the position and use of controlling in enterprises in the Czech Republic.
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E-GOVERNMENT DEVELOPMENT INDEX 
AND ITS COMPARISON IN THE EU MEMBER STATES

Martin Lněnička

Abstract: This paper deals with a comparison of the e-Government development index, which is presented by the United Nations since 2003, usually every two years. It compares and describes the progress of this index between the years 2008 and 2014 in the European Union Member States in the context of the economic decline and the global recession. It also considers factors contributing to successful e-Government implementation, such as unemployment or inflation rate. The purpose of the submitted research study is to identify the influence of the selected macroeconomic indicators on the e-Government development index. The methodology of this research study comprised bibliographic studies, analysis of specialised reports, statistical analyses and evaluations. The main methods used were descriptive, correlation and the cluster analysis, which was in this case represented by the connectivity model (hierarchical clustering) as well as the centroid model (K-means clustering). The findings confirmed that the global recession and the Eurozone crisis have influenced the progress of the e-Government in the evaluated years. This research study provides insights that may be useful in improving the implementation of e-Government services.
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Introduction

With the trend of cost savings in the public sector, the electronic government or just e-Government is one of the possible options to operate more efficiently, effectively and transparently, to provide better, cheaper and faster services and open data to the public and to facilitate the participation of citizens and businesses in the governance. In March 2010 the European Commission launched the Europe 2020 Strategy [4] in view to exit the financial crisis and prepare the European Union (EU) economy for the challenges of the next decade. The Digital Agenda for Europe is one of the seven flagship initiatives of the Europe 2020 Strategy, defining the key enabling role that the use of Information and Communication Technologies (ICT) will have to play if Europe wants to succeed in its ambitions for 2020 [3], [4].

More broadly, e-Government can be referred to as the use and application of ICT in the public administration to streamline and integrate workflows and processes, to effectively manage data and information, enhance public service delivery, as well as expand communication channels for engagement and empowerment of people. The opportunities offered by the digital development of recent years, whether through online services, big open data, social media, mobile applications or cloud computing, are expanding the way for the development of e-Government [23].

World e-Government rankings are increasingly important as they guide countries’ focus of their efforts. The e-Government rankings are in a process of maturation in that direction, moving from purely measuring web sites to assessing use and government qualities. There
are a number of indexes. Each model measures how ready a society or economy is to benefit from ICT. However, the range of tools uses widely varying definitions and different methods for measurement [14]. Some of them have become frequently cited and used as benchmarks, guiding the debate as well as governments’ investments in e-Government [7]. In the EU, there is a series of the EU e-Government Benchmarking reports. This annual exercise started in 2001 and the 2014 report [3] is the eleventh measurement. These reports are mostly focused on the best performing countries that have implemented the most mature e-Government services. However, these countries cannot be compared in time, because the ranking system has changed over time. The last report is based on the e-Government Benchmark Framework 2012–2015 [3]. In a global perspective, frequently cited indexes include the United Nations (UN) e-Government rankings, the Economist’s e-Government readiness index and Brown university’s regular global e-Government studies [7], [14]. The e-Government Development Index (EGDI) by UN is broader than the EU’s one by adding a social component. The Economist’s index also measures government quality aspects. The Brown index is again more limited focusing on features of web systems, such as the existence of a privacy policy, security policy, advertisements and the opportunity to comment [7]. The last two indexes were not used in this research study, because there is a big time gap between the individual reports or they only cover selected countries.

1 Problem formulation and tools used

The main aim of this paper is to compare the progress of the information society and also macroeconomic indicators, which are represented by the EGDI and the e-Participation index (EPI), in the EU Member States between 2007 and 2013. This period is covered by the UN e-Government Surveys 2008, 2010, 2012 and 2014. The EGDI presents the state of e-Government development of the UN Member States. Mathematically, the EDGI is a weighted average of three normalized scores on the most important dimensions of e-Government, namely: provision of online services – Online Service Index (OSI), telecommunication connectivity – Telecommunication Infrastructure Index (TII) and human capacity – Human Capital Index (HCI). More about the weight calculation can be found in [20], [21], [22] or [23]. It is not designed to capture e-Government development in an absolute sense; rather, it aims to give a performance rating of national governments relative to one another [23]. The EPI is then derived as a supplementary index to the UN e-Government Survey. It is focused on the use of online services to facilitate provision of information by governments to citizens (e-information sharing), interaction with stakeholders (e-consultation), and engagement in decision-making processes (e-decision making). The maximum possible value of the EGDI as well as the EPI is one and the minimum is zero. The conceptual framework of the EGDI and the EPI remains unchanged since its inception in 2001 [23].

This paper also evaluates the influence of the financial crisis, which started at the end of 2007 and led to the global recession [6], [15], and the Eurozone crisis, that has been affecting the members of the Eurozone since early 2009 – more in [17], [18], on the progress of the EGDI and selected macroeconomic indicators. These were chosen based on the literature review – the real Gross Domestic Product (GDP) per capita, unemployment rate, inflation rate and total population of the EU Member States, which are closely related to the implementation of the e-Government services. States with deep impact of the financial crisis has increased governmental spending and enacted laws supporting the demand for key products industry [8]. Thus, this research study tries to find the answers to the following questions: What are the differences between the EU Member States through
the years? Are there still groups of the “old” and the “new” Member States? Which Member States are more similar to each other than to those in other groups? What is the most successful Member State? What are the most significant changes between the years 2008, 2010, 2012 and 2014?

The first part of this paper is based on literature review of foreign and domestic resources which led to make recommendations on the selection of macroeconomic indicators and other related attributes connected to the development of e-Government. The research study consists of correlation and cluster analysis over the set of obtained data. The last part contains results and recommendations for the further research. The main tools used are the statistical software Statistica 10 and Microsoft Excel 10.

2 Literature review and background

In recent years, most of the researchers have focused on the current state of the art of e-Government, the measurement of the e-Government services or relationship between e-Government and selected macroeconomic indicators, those characterize the state and efficiency of a national economy. Wilkinson and Cappel [24] utilized content and correlation analysis to determine whether the variables of economic prosperity and population had any significant effect on predicting the extent of country e-Government involvement. Their results showed a significant correlation between the variables. Therefore, the level of resources and size of a country appeared to be associated with the extent to which it delivered services via the web, meaning the larger a country was in terms of income and population, the greater was its e-Government involvement. Along similar lines, Mazengera in [13] used the correlation analysis to identify factors contributing to successful e-Government implementation. The study has revealed that there was the correlation between the internet use and the number of cell phones, but a very low correlation with the literacy level. However, it did not consider other softer aspects that may impact the uptake and use of e-Government services such as social background, income levels, etc.

Krishnan et al. in [9] showed that ICT infrastructure, e-Participation and human capital had a direct relationship with e-Government maturity. Their results also indicated that governance in a country, e.g. political stability, regulatory quality or control of corruption, did not significantly contribute to its e-Government maturity, and their relationship was not mediated by e-Participation. Špaček [19] stated that governments across Europe work with a mix of instruments aimed at enhancing the centralization of their e-government development through new centrally promoted infrastructures and services that allow for more integrated service delivery, virtual or physical, and through changes in organizational structures. Matei and Savulescu [12] analysed the current state of e-Government in the eleven Balkan countries based on data provided by UN e-Government Surveys. However, they only used the data from UN Surveys and highlighted the most important strategies and programmes without the connection to any macroeconomic indicator. Also Dumpe and Arhipova [2] analysed the EGDI changes in the period 2008–2012, as well as discussed the main factors influenced this index. Máchová and Lněnička [11] offered a comprehensive look at the state of e-Government services in the EU Member States in 2010. They used the data available before the beginning of the financial crisis, thus this research study may revise their findings and help to clearly compare the EGDI progress.
The quality of the EPI by validating it against other indexes of government-citizen relations qualities, democracy, internet filtering, and transparency was analysed by Grönlund [7]. The author found out that the relation between the EPI and indexes of democracy and participation was non-existent, even very undemocratic countries could score high on the EPI and countries whose severely obstructed citizen internet use by filtering could score high on the EPI by introducing technical tools on their web [7]. Mohammed and Ibrahim [14] revisited the existing e-Government indexes to show the main common indicators and proposed a preliminary framework to refine indexes’ indicators according to the characteristics of the cloud computing. As a result, some indicators will get low weight in the index and others will get high weight or even new indicators or variables can be introduced. ICT infrastructure is considered as one of the main indicators to preparedness of a country to implement e-Government systems and it relatively has high weight in the current indexes. Thus, as infrastructure is hosted on cloud, government does not have to spend on hardware, software, skills resources and maintenance. Therefore, ICT infrastructure as a component of the index will get less weight [14]. Also the EU emphasizes the cloud computing technologies and big open data to provide flexibility and enable greater consistency in the public services [3].

Koťátková-Stránská and Lelek [8] analysed the similarity of the EU Member States on the evolution of selected variables (e.g. real GDP growth rate in %, employment rate in %, inflation rate in %, etc.) which can show the integration process success. They used cluster analysis and compared the data before and after the financial crisis (period 2004–2008 and period 2009–2010). Their results showed that GDP growth rates significantly dropped during the crisis. Especially those, which had have the highest growth rate in the previous period (Latvia and Estonia). Public debt rose most in Ireland and Italy and most Member States do not meet the Maastricht criteria with long-term values of 60%. There are, however, still relatively few studies that have addressed the influence of the financial crisis in the context of e-Government.

3 Hypotheses statement

According to the above defined aim and the literature review author has formulated the following four hypotheses. Their validity will be examined by using multivariate statistical methods.

H1: There is a correlational relationship between the GDP per capita and the EGDI, but no correlational relationship between the GDP per capita and the EPI.

H2: After a decline captured in the UN report 2010, there will be an increase in the upcoming years 2012 and 2014.

H3: The decline of the EGDI in the “old” Member States in 2010 will be lower than in the “new” Member States in the following years.

H4: There is a similarity in the development of the Eurozone Member States and they will be clustered together in 2014.

4 Research study

Data analysis includes descriptive, correlation and cluster analysis was conducted. Statistical software Statistica 10 and Microsoft Excel 2010 were used.
4.1 Data preparation and descriptive analysis

Selected analyses were performed with Statistica 10, data pre-processing and the basic operations on them were conducted in Microsoft Excel 2010. The data used to test hypotheses outlined above came from the UN database [1]. The main documents used were the UN e-Government Surveys from 2008, 2010, 2012 and 2014. The other data came from Eurostat [5], which provides more actual data than UN. These data were from 2007, 2009, 2011 and 2013, because the reports always evaluated the state of e-Government from the previous year. The following attributes were chosen:

1. Total population,
2. Real GDP per capita (in €),
3. Unemployment rate (annual in %),
4. Inflation rate (annual in %),
5. Points for emerging information services (stage 1 in %) – part of the OSI,
6. Points for enhanced information services (stage 2 in %) – part of the OSI,
7. Points for transaction services (stage 3 in %) – part of the OSI,
8. Points for connected approach (stage 4 in %) – part of the OSI,
9. Estimated internet users per 100 inhabitants – part of the TII,
10. Main fixed telephone lines per 100 inhabitants – part of the TII,
11. Mobile subscribers per 100 inhabitants – part of the TII,
12. Personal computers per 100 inhabitants – part of the TII,
13. Total fixed broadband per 100 inhabitants – part of the TII,
14. Adult literacy rate (in %) – part of the HCI,
15. Gross enrolment ratio (in %) – part of the HCI,
16. EPI.

Firstly, only the data valid for the EU Member States in the evaluated years were selected. Then the attributes were copied into Microsoft Excel 2010 sheets for further processing and saved as a file named “data.xlsx”. The same data were also saved in Statistica 10 as four files named “data2008.sta”, “data2010.sta”, “data2012.sta” and “data2014.sta”. In total, each data matrix consisted of 28 cases (EU Member States) and 16 attributes (variables). Finally, the data were formatted, i.e. unified the number of decimal places, a comma was chosen as a decimal mark, checking for missing and unreliable entries, etc. Descriptive analysis is needed to help visualize the data and get a sense of their values, i.e. plot histograms and compute summary statistics to observe the trends and the distribution of the data [10]. It was performed using the Data Analysis tool in Microsoft Excel 2010. Next step was the comparison of the relevant statistics between 2008, 2010, 2012 and 2014. It helped to form the basis of the initial description of the data as part of a more extensive statistical analysis, which will be followed later in this paper.

4.2 The progress of the EGDI between 2003–2014

Microsoft Excel 2010 was, among others, used to show the progress of the EGDI in 2003, 2004, 2005, 2008, 2010, 2012 and 2014. For the missing years, the interpolation
can be used [10]. The EU Member States are sorted by the year they joined the EU. In the same year of the accession, they are in the alphabetical order as it is shown in the Fig. 1. No other analysis was performed using data from the years 2003, 2004 or 2005.

**Fig. 1: The progress of the EGDI between 2003–2014 in the EU Member States**

![Image](image_url)

**Source: Author**

### 4.3 Correlation and cluster analysis

Correlation analysis was used to test the statistical significance of the relationship that may exist between the two variables. The results indicate an association between the predictor and criterion variables [10], [16]. The first data matrix was uploaded into Statistica 10, which made its standardization and subsequently performed cluster analysis based on the selected variables and parameters set for the clustering. But first, the variables had to be as independent from one another as possible. Therefore, the correlation matrix was tested to check if any of the variables are strongly correlated to eliminate any of the correlated ones. Correlations greater than 0.5 are statistically significant [10]. It happened in the case of the variables of the OSI and the TII for all the years, when the highest values were found in 2008. For this reason, the variables 6 and 7 were removed from matrices as well as the variable 10 (see section 4.1).

A non-hierarchical clustering K-means method and hierarchical algorithms have been applied. These methods belong to the group of unsupervised learning methods, and also clustering. In the case of K-means algorithm initial cluster centres are set first and then the samples, which are located within a given distance from the centre of the cluster, are assigned to the cluster [10], [16]. Thus, the next step here was the initial setup of the centres of the clusters, which was carried out using a hierarchical single linkage algorithm and Ward's minimum variance method, which enables the efficient functioning of the K-means algorithm and reduces the possibility of the error (utility) function being stuck at the local minimum [10], [16]. The Euclidean metric (distance) was chosen as a measure of dissimilarity. Fig. 2 then shows the dendrogram of the hierarchical single linkage algorithm and for the comparison also the dendrogram of the Ward’s method, both for 2008 and 2014 data sets. Compared to the hierarchical single linkage algorithm the Ward’s method provides a key contribution to the variance rather than the distance of the samples. This is reflected in the different shape of the dendrogram [16].
The non-hierarchical clustering was done by means of algorithm K-means for 3, 4, 5 and 6 clusters. From the given number the highest quality clustering proved to be clustering for 5 clusters (e.g. distances, no cluster with a single member, etc.). This value was selected for the further processing. The results for every year are shown in the Tab. 1. A member of each cluster with the longest distance from the centre is bold.

<table>
<thead>
<tr>
<th>2008</th>
<th>2008</th>
<th>2010</th>
<th>2010</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster 1</td>
<td>Cluster 3</td>
<td>Cluster 1</td>
<td>Cluster 3</td>
</tr>
<tr>
<td>Austria</td>
<td>Bulgaria</td>
<td>Austria</td>
<td>Bulgaria</td>
</tr>
<tr>
<td>Denmark</td>
<td>Greece</td>
<td>Estonia</td>
<td>Czech Republic</td>
</tr>
<tr>
<td>Estonia</td>
<td>Hungary</td>
<td>Finland</td>
<td>Greece</td>
</tr>
<tr>
<td>Finland</td>
<td>Latvia</td>
<td>Ireland</td>
<td>Poland</td>
</tr>
<tr>
<td>France</td>
<td>Lithuania</td>
<td>Italy</td>
<td>Portugal</td>
</tr>
<tr>
<td>Ireland</td>
<td>Romania</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Luxembourg</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Netherlands</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sweden</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>United Kingdom</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cluster 2</td>
<td>Portugal</td>
<td>Cluster 4</td>
<td></td>
</tr>
<tr>
<td>Belgium</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Germany</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Italy</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spain</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Malta</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2012</td>
<td>2012</td>
<td>2014</td>
<td>2014</td>
</tr>
<tr>
<td>Cluster 1</td>
<td>Cluster 3</td>
<td>Cluster 1</td>
<td>Cluster 3</td>
</tr>
<tr>
<td>Austria</td>
<td>Bulgaria</td>
<td>Austria</td>
<td>Bulgaria</td>
</tr>
<tr>
<td>Estonia</td>
<td>Romania</td>
<td>Estonia</td>
<td>Czech Republic</td>
</tr>
<tr>
<td>Finland</td>
<td></td>
<td>Finland</td>
<td>Greece</td>
</tr>
<tr>
<td>Germany</td>
<td>Croatia</td>
<td>Ireland</td>
<td>Poland</td>
</tr>
<tr>
<td>Italy</td>
<td></td>
<td>Italy</td>
<td>Portugal</td>
</tr>
<tr>
<td>Lithuania</td>
<td></td>
<td>Lithuania</td>
<td></td>
</tr>
<tr>
<td>Luxembourg</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>United Kingdom</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cluster 2</td>
<td>Cluster 5</td>
<td>Cluster 2</td>
<td></td>
</tr>
<tr>
<td>Belgium</td>
<td></td>
<td>Belgium</td>
<td>Latvia</td>
</tr>
<tr>
<td>Denmark</td>
<td></td>
<td>Denmark</td>
<td>Romania</td>
</tr>
<tr>
<td>France</td>
<td></td>
<td>France</td>
<td>Slovakia</td>
</tr>
<tr>
<td>Ireland</td>
<td></td>
<td>Germany</td>
<td>Slovenia</td>
</tr>
<tr>
<td>Netherlands</td>
<td></td>
<td>Ireland</td>
<td></td>
</tr>
<tr>
<td>Slovenia</td>
<td></td>
<td>Netherlands</td>
<td></td>
</tr>
<tr>
<td>Spain</td>
<td></td>
<td>Sweden</td>
<td></td>
</tr>
<tr>
<td>Sweden</td>
<td></td>
<td>United Kingdom</td>
<td></td>
</tr>
<tr>
<td>Luxembourg</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Another output of K-means is the graph of means for variables. The selected graphs are shown in the Fig. 3. Numbers of variables on the x-axis can be seen from the list of the attributes in the section 4.1.
5 Results and discussion

Based on the results of the descriptive analysis, the mean value of the GDP per capita has increased about 3% between 2008 and 2014 as well as the range between the largest and smallest values (more than 5%). The biggest difference between these two years is in the unemployment rate. The mean value has increased about 70% and the range about 200%. There is also a decline between 2008 and 2010, only the mean value of the mobile subscribers per 100 inhabitants has increased. The mean value of the EGDI has increased about 15% (the EPI even about 75%) from 2008 to 2014 and the range has decreased about 5% (the EPI more than 16%), which means that the differences in the e-government development between the EU Member States are minor through the years.

When testing whether there is a relationship between the GDP per capita and the EGDI, the results show that the GDP per capita has a correlational relationship with the EGDI at the significance level \( p < 0.05 \) where \( p \)-value is a measure of statistical significance [10]. However, it has been slightly decreased from 0.65 in 2008 to 0.59 in 2014. Also the UN stated that the income level of a country is a general indicator of economic capacity and progress, which influences its e-Government development. Access to ICT infrastructure and the provision of education, including ICT literacy, are related to the income level of a nation [23]. There is no significant correlational relationship between the real GDP per capita and the EPI. Correlation coefficient is only between 0.2–0.3 through the evaluated years. As a result, H1 is supported.

As can be seen from the Tab. 2, after a decline captured in the UN report 2010 [21], there was an increase in 2012, but in 2014 there was a decrease again. As a result, H2 is rejected. Also H3 is rejected, because the decline of the EGDI in the “old” Member States (EU15) in 2010 was higher than in the “new” Member States (EU13).

Tab. 2: A percentage change of the EGDI in the evaluated years

<table>
<thead>
<tr>
<th>Group of the EU Member States / year</th>
<th>Percentage change of the EGDI versus the previous period</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2008 [%]</td>
</tr>
<tr>
<td>EU28</td>
<td>1.17</td>
</tr>
<tr>
<td>EU15</td>
<td>1.02</td>
</tr>
<tr>
<td>EU13</td>
<td>1.37</td>
</tr>
</tbody>
</table>

Source: Author
The results of the Ward’s method in 2008 suggest that the EU Member States can be divided into two large clusters and a cluster with Denmark, Netherlands, Sweden and France. This cluster of four had a very low unemployment and inflation rate, but very high points for emerging information services and the EPI. These four Member States joined in 2010 the first large cluster, which is mostly consists of the “old” Member States together with Estonia and Slovenia. These two “new” Member States have achieved very good results in e-Government in the past years, they also belong to the Eurozone. However, in 2014 Slovenia has dropped in most of the evaluated variables. The second large cluster in 2010 is formed by the “new” Member States together with Greece and Portugal. These states together with Spain were affected by the financial crisis and the Eurozone crisis very deep. Therefore, they were clustered to one group in 2014, which was also confirmed by the use of the K-means algorithm. This group is defined by a very high unemployment rate, relatively low number of estimated internet users and total fixed broadband per 100 inhabitants. Based on the graph of means for variables, also the total population size has positive influence on the clustering (e.g. due to economies of scale or cloud computing).

The results of the Ward’s method in 2012 suggest that the EU Member States can be divided into at least four smaller clusters. The biggest differences between the EU Member States were found in this year. Also two very small clusters were formed using K-means algorithm in 2012 and the distances from the centre within the clusters were larger than in 2010 or 2014. Consequently, this period between 2010 and 2011 covered by the UN report 2012 [22] was characterized by the increase of the unemployment and inflation rate, decrease of the GDP per capita and the OSI, which is closely connected to the government’s investments. The results also show similarity in the Eurozone. In 2014, all the members were in the clusters 1, 2 and 5, except Lithuania, which is only in the European Exchange Rate Mechanism (ERM II), and Denmark, Sweden and United Kingdom, which obtained special opt-outs in the original Maastricht Treaty. As a result, H4 is supported.

**Conclusion and future research directions**

The main aim and partial steps were completed successfully. The results obtained using the statistical methods indicated that there was a decline in 2010 and again in 2014, where the decrease was more significant in the “new” Member States. Based on the results it can be concluded that the continuing stagnation has affected mainly the EU Member States in southern Europe. Although Croatia did join the EU on 1st July 2013, the strong similarity to the other Member States was found in 2008, 2010 as well as in 2012. Considering the development of e-Government in the Czech Republic through the evaluated years, it is characterized by the low inflation and unemployment rates, only average availability of online services and relatively high numbers of internet users and mobile subscribers per 100 inhabitants. The other Member States with the quite similar values are Bulgaria, Malta and Poland. The most successful EU Member States were in 2008 in cluster 1, in 2010 in cluster 1 and also cluster 2 as well as in 2012, and in 2014 in cluster 2 headed by Denmark.

Otherwise, the uptake of e-Government services, especially parts of the TII, which implies past public investment in delivering such services, may increases the relative probability of the lower unemployment and inflation rate. The clustered groups of the EU Member States with the measured similarities may be used in the context of the financial instruments of the EU’s Regional policy or the Digital Agenda to set new and more stringent targets and requirements for this funding period in terms of quality, openness
and completeness. Also the other European states could be clustered together with the EU Member States. There are clear opportunities for the future improvement of e-Government, including technology trends towards, e.g. social media and mobile devices and technology which are inherently interactive, as well as cloud computing.

For the future research methodology it was confirmed that Ward’s method provides an appropriate mechanism for the connection of variables into the appropriate clusters as the most common grouping of the EU Member States based on the level of the EGDI and the related macroeconomic indicators. Also, further research could focus on the determinants not only of the total amount of money devoted to e-Government services but also of the strategic choices that EU Member States have done.
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AN ANALYTICAL HIERARCHY PROCESS MODEL FOR THE EVALUATION OF THE E-GOVERNMENT DEVELOPMENT
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Abstract: With the increasing number, variety and effects of modern technologies, e-government needs to define a new evaluation model that fits their requirements and operations. Therefore, this paper presents an example on solving the e-government development evaluation problem using the Analytical Hierarchy Process method. The proposed model consists of criteria identified through the comparison of the selected e-government indices, including the new approaches such as cloud computing, open data, social media, etc. A case study is presented to demonstrate the usefulness of this model to solve multiple criteria decision making problems.
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Introduction

Since the development of e-government is a continuous process of improvement, it requires continuous evaluation and updating its framework using modern computing technologies and platforms. However, e-government also faces several challenges and constraints, primarily budget shrinking, increasing public demand for information and services and continuous advances in technology, resources and standards. In order to overcome these challenges, governments should be willing to adopt innovative ideas for e-government such as cloud computing, big data analytics, open data portals, etc. In such a situation, the traditional e-government model has become difficult to operate.

A large amount of research has been investigated into monitoring, evaluating and benchmarking e-government system. Thus, with the rapid e-government development, it becomes critical to investigate, redefine, restructure and also reweight the related e-government development frameworks and indices.

E-government is closely related to e-readiness, which is defined as the degree to which a community (citizens, businesses and governments) is prepared to participate in using modern information and communications technologies (ICT) [11], [17]. But these terms are nowadays mostly used as synonyms.

1 Problem formulation and research methodology

In [14], there has been introduced a model using an Analytic Hierarchy Process (AHP), but only focused on the regional level in the developing countries. Since this paper is intended to focus on the European level, only a few of the proposed criteria may be used. Yuming and Hongyan [20] used AHP to analyze the relative weight of the influential factors to the success of the e-government development. However, they only focused on the single index in the selected developing countries.

The main aim of this paper is to propose an AHP model for the comparison of the selected European countries based on the new innovative ideas for the e-government evaluation. To meet this aim, some objectives are defined. The first objective of this paper is
to determine the variables or criteria in the e-government evaluation using the global
e-government development indices and related reports. For this reason, a list of criteria has
been elaborated in detail based on the literature review, experiences and the needs
of governments to analyze capability of each selected index. The second objective is to
propose a case study, which uses the AHP model and help to select the most suitable
European country based on the defined criteria.

The first part of this paper is based on literature review of foreign and domestic
resources which led to make recommendations on the selection of the most suitable
e-government development indices and the related criteria to propose the AHP model. The
case study then consists of the AHP method over the set of obtained data. Data were
collected mostly from annual e-government reports [3], [17] or [19], international journals,
reference books, websites, and related organizations/authorities, etc. The main tools used
are the Expert Choice software and Microsoft Excel 2010.

2 Literature review
2.1 E-government development and related indices

Through the last 15 years, several frameworks have been introduced to compare
and assess the opportunities and challenges facing various e-government strategies
and initiatives. Some of them are based on measurable characteristics of the entities, others
then use one or more subjective measures, a few employ a combination of both [11]. The
output is then mostly a rank or weighted index. There are a number of indexes. However,
the range of tools uses widely varying definitions and different methods for measurement.
Some of them have become frequently used as benchmarks, guiding the debate as well as
governments’ investments in e-government [2], [10]. In the European Union (EU), there is
a series of the EU e-Government Benchmarking reports. This annual exercise started
in 2001 and the 2014 report [1] is the eleventh measurement. These reports are focused
on the best performing countries that have implemented the most mature e-government
services. The results are mostly shown in the graph and there is no single ranking, but more
rankings based on the measured services. Also the weights or even indicators in the same
model may change over the time for different reasons, the most important, emerging new
technology or paradigm. The last report is based on the E-government Benchmark

In a global perspective, frequently cited indices include the United Nations (UN)
E-government rankings, the Economist’s e-government readiness and digital economy
classifications, Brown university’s global e-government report, Waseda E-government ranking,
World Economic Forum’s (WEF) index and International Telecommunication Union’s
(ITU) index. The early 2010s has added new indices to the e-government development
evaluation research, e.g. the Asia Cloud Computing Association’s (ACCA) Cloud
Readiness Index (CRI), Business Software Alliance (BSA) Global Cloud Computing
Scorecard, the Web Index produced by the World Wide Web Foundation (W3F) or Open
Knowledge Foundation’s (OKF) index.

In recent years, most of the researchers have focused on the current state of the art
of e-government, the evaluation of the e-government services or relationship between
businesses, citizens and governments. Špáček [16] outlined emerging coordination practices
that can be observed in European countries and stated that governments across Europe work
with a mix of instruments aimed at enhancing the centralization of their e-government
development through various centrally promoted infrastructures and services that allow for more integrated service delivery, virtual or physical, and through changes in organizational structures. Rorissa et al. [11] then assessed the strengths and limitations of six selected frameworks for computing e-government indices and concluded that benchmarking evaluations should be extended to include other means of access and delivery of e-government services, such as digital television or mobile technologies. Mazengera in [9] then used the correlation analysis to identify factors contributing to successful e-government implementation. This study has revealed that there was the correlation between the Internet use and the number of mobile phones, but a very low correlation with the literacy level. Krishnan et al. in [4] showed that ICT infrastructure, e-participation and human capital had a direct relationship with e-government maturity.

Mohammed and Ibrahim [10] revisited the existing e-government indices to show the main common indicators and proposed a preliminary framework to refine indices’ indicators according to the characteristics of the cloud computing. This framework is based on the claim that the benefits of cloud computing for e-government will reduce the need for some requirements, while the challenges impose more attention to others. As a result, some indicators will get low weight in the index and others will get high weight or even new indicators or variables can by introduced. Also Kurdi et al. [5] designed a framework for assessing the readiness of e-government systems, which was focused on the migration to cloud computing. The framework covered four dimensions – technological block (network and security infrastructures and quality of systems and services), organizational block (structure, culture, size and strategy of organization together with strategic planning), people and stakeholders block (citizens, businesses and governments) and the last one is environment and society block (demographic characteristics and social, cultural, political and economic issues of a country).

Among others, also the EU, the UN or the WEF emphasize the importance of cloud computing technologies, social media, open and big data to provide flexibility and enable greater consistency in the public services. These elements are the driving forces behind making use of e-government in increasingly sophisticated ways [1], [17], [19].

2.2 Multiple criteria decision making and AHP in the e-government development

Real-world decision making problems are usually complex and no structures are to be considered through the examination of a single criterion, or point of view that will lead to the optimum decision. Multiple criteria decision making (MCDM) offers a lot of methods that can help in problem structuring and tackling the problem complexity because of the multi-dimensionality of the sustainability goal and the complexity of socio-economic, environment and government systems [21].

AHP is a MCDM tool that has been used in almost all the applications related with decision making [18]. AHP, developed by Saaty [12], [13], is a powerful, flexible and widely used method for complex problems, which consider the numeric scale for the measurement of quantitative and qualitative performances. This is an Eigen value approach to the pairwise comparisons. It is one of the very few MCDM approaches capable of handling many criteria [12], [18]. The most important characteristic of AHP is combining knowledge, experience, individual opinions and foresights in a logical way. Moreover, it can be also user friendly as AHP is well supported by commercially developed software (e.g. Expert Choice), which also provides sensitivity analysis of results [18].
The main aim of calculation technique is to make a reciprocal matrix comparison expressing the relative values of a set of attributes. The comparisons are used to structure a matrix of pairwise comparisons called the judgment matrix or square matrix $M$. To calculate relative weights of elements in each pairwise comparison matrix, the Eigen value method can be employed. The Eigen value ($\lambda_{max}$) can be then obtained by summing of products between each element of Eigen vector multiplied by the total of columns of the reciprocal matrix. Inconsistency may occur when $\lambda_{max}$ moved away from $n$ this is because of the inconsistency responses in pairwise comparisons. Saaty [12], [13] proved that the biggest Eigen value is equal to the number of comparisons ($\lambda_{max} = n$). Therefore, the matrix $M$ should be examined for consistency by using consistency index (CI) as illustrated in the equation (1):

$$CI = \frac{\lambda_{max} - n}{n-1} \quad (1)$$

While CI depends on $n$, then should calculate consistency ratio (CR) as shown in the equation (2):

$$CR = \frac{CI}{RI} \quad (2)$$

where RI is the Random consistency index. The CR of less than 0.1 or (CR $\leq$ 0.1) indicates a satisfactory degree of consistency, otherwise, subjective judgments have to be revised [12], [13].

Shareef et al. [14] applied the SWOT analysis method to identify the priority factors (strengths and opportunities) and to concentrate on the most important factors of e-government. Then, the AHP method was used to provide a quantitative measure of significance of each factor on the decision making process to implement selected e-government development strategies. E-government project is a core of each national strategy for its benefits now and in the future. The problem of e-government projects failure is complicated due to its compound multi-attribute nature. Therefore, Sultan et al. [15] proposed a multiple criteria decision model to implement the most important and efficient actions for successful e-government projects. They concluded that human skills have the highest importance for the success of the e-government transformation.

Liangkui et al. [6] used AHP to establish the evaluation model of the e-government services outsourcing, which can determine the influence degree of different factors on e-government services outsourcing. Liu and Wang [7] proposed a hierarchical model and calculation method of e-government objectives according to the principles of AHP. Their aim was to ensure that e-government policy makers can select a higher score to consider the object as a key according to the specific scores of various options and give priority to decision making through preferences. Yuming and Hongyan [20] then used AHP to optimize the E-Government Development Index (EGDI) by the UN. Their results showed that online services are less important than telecommunication infrastructure or human capital.

3 An AHP model proposal and description

3.1 Criteria definition and selection

Firstly, the most suitable e-government indices have to be chosen. Although there are a lot of indices, most of them cannot be used. Mostly because there is a big time gap between the individual reports (the progress in time cannot be clearly compared) or they only cover selected countries. Consequently, the EGDI by the UN [17], the ITU’s ICT
Development Index (IDI) [3] and the Networked Readiness Index (NRI) by the WEF [19] were chosen and compared. A brief description of them is presented in the Tab. 1, including the weight of each component (if available). The next step is the criteria selection.

Tab. 1: Comparison of the selected e-government development indices

<table>
<thead>
<tr>
<th>Index</th>
<th>Period covered</th>
<th>Countries covered</th>
<th>Number of reports</th>
<th>Structure and components of the index</th>
</tr>
</thead>
<tbody>
<tr>
<td>EGDI</td>
<td>2003–2014</td>
<td>193</td>
<td>7</td>
<td>1/3 Online Service Index (4 components), 1/3 Telecommunication Infrastructure Index (5 components with the same weight), 1/3 Human Capital Index (4 components with 1/3, 2/9, 2/9 and 2/9 weight).</td>
</tr>
<tr>
<td>IDI</td>
<td>2008–2014</td>
<td>166</td>
<td>6</td>
<td>2/5 Access sub-index (5 components with the same weight), 2/5 Use sub-index (3 components, same weight), 1/5 Skills sub-index (3 components with the same weight).</td>
</tr>
<tr>
<td>NRI</td>
<td>2002–2014</td>
<td>148</td>
<td>13</td>
<td>1/4 Environment sub-index (consists of the political and regulatory environment, business and innovation environment = 2 pillars), 1/4 Readiness sub-index (infrastructure and digital content, affordability, and skills = 3 pillars), 1/4 Usage sub-index (individual, business, and government usage = 3 pillars), 1/4 Impact sub-index (economic impacts and social impacts = 2 pillars).</td>
</tr>
</tbody>
</table>

Source: Author

Therefore, these three indices were decomposed and improved to encompass the new trends with a focus on the increasing emphasis on service usage, open data, cloud computing, social media and multichannel service delivery, the expansion of mobile government and e-participation. The hierarchy of criteria can be seen from the Tab. 2. As an indicator of the state of open data, the Open Data Index by the OKF and own criterion evaluating the existence of the open data portal, were added to the model together with the e-Participation Index by the UN, the International Property Rights Index by the Property Rights Alliance (PRA) and the existence of the cloud computing national framework or strategy as an own criterion.
Tab. 2: The hierarchy of the selected criteria and their data sources

<table>
<thead>
<tr>
<th>Hierarchy of criteria</th>
<th>Data source</th>
<th>Range of the values</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. political environment and intellectual property rights</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.1 ICT use and government efficiency</td>
<td>WEF</td>
<td>1–7 (best)</td>
</tr>
<tr>
<td>1.2 Accessibility of digital content</td>
<td>WEF</td>
<td>1–7 (best)</td>
</tr>
<tr>
<td>1.3 Availability of latest technologies</td>
<td>WEF</td>
<td>1–7 (best)</td>
</tr>
<tr>
<td>1.4 Cloud computing framework or strategy</td>
<td>own</td>
<td>Y/N</td>
</tr>
<tr>
<td>1.5 International Property Rights Index</td>
<td>PRA</td>
<td>1–10 (best)</td>
</tr>
<tr>
<td>2. ICT readiness, businesses and citizens environment</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.1 Quality of educational system</td>
<td>WEF</td>
<td>1–7 (best)</td>
</tr>
<tr>
<td>2.2 Global competitiveness index</td>
<td>WEF</td>
<td>1–7 (best)</td>
</tr>
<tr>
<td>2.3 Mobile cellular telephone subscriptions per 100 inhabitants</td>
<td>ITU</td>
<td>0–304 (in 2014)</td>
</tr>
<tr>
<td>2.4 Percentage of individuals using the Internet</td>
<td>ITU</td>
<td>0–100</td>
</tr>
<tr>
<td>2.5 Use of virtual social networks</td>
<td>WEF</td>
<td>1–7 (best)</td>
</tr>
<tr>
<td>2.6 e-Participation Index</td>
<td>UN</td>
<td>0–1</td>
</tr>
<tr>
<td>3. open data and e-service delivery</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.1 Open Data Index – percentage of openness</td>
<td>OKF</td>
<td>0–100</td>
</tr>
<tr>
<td>3.2 National open data portal</td>
<td>own</td>
<td>Y/N</td>
</tr>
<tr>
<td>3.3 E-service delivery – transactional presence</td>
<td>UN</td>
<td>0–100</td>
</tr>
<tr>
<td>3.4 E-service delivery – networked (connected) presence</td>
<td>UN</td>
<td>0–100</td>
</tr>
</tbody>
</table>

Source: Author

3.2 Selection of alternatives and a decision table

These European countries were chosen as an example of alternatives for the case study: Czech Republic, Hungary, Poland and Slovakia. The following Tab. 3 shows the values of selected indices between 2008 and 2014. The IDI and the NRI values have to be normalized to fit the data within unity (1), so all data values will take on a value of 0 to 1. The highest value in each line is then bold. The main purpose is to demonstrate the development of e-government in these countries. This information may also influence the decision making process and the distribution of preferences. As an example, only Poland has all the best values in 2014, i.e. there can be identified a continuous improvement.
Tab. 3: The development of the selected indices between 2008 and 2014

<table>
<thead>
<tr>
<th>Country</th>
<th>Index</th>
<th>Year</th>
<th></th>
<th></th>
<th>Average value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>2008</td>
<td>2010</td>
<td>2012</td>
<td>2014</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>EGDI</td>
<td>0.670</td>
<td>0.606</td>
<td>0.649</td>
<td>0.607</td>
</tr>
<tr>
<td></td>
<td>IDI</td>
<td>0.492</td>
<td>0.597</td>
<td>0.630</td>
<td>0.672</td>
</tr>
<tr>
<td></td>
<td>NRI</td>
<td>0.555</td>
<td>0.558</td>
<td>0.555</td>
<td>0.583</td>
</tr>
<tr>
<td>Hungary</td>
<td>EGDI</td>
<td>0.649</td>
<td>0.632</td>
<td>0.720</td>
<td>0.664</td>
</tr>
<tr>
<td></td>
<td>IDI</td>
<td>0.518</td>
<td>0.604</td>
<td>0.591</td>
<td>0.652</td>
</tr>
<tr>
<td></td>
<td>NRI</td>
<td>0.547</td>
<td>0.497</td>
<td>0.550</td>
<td>0.550</td>
</tr>
<tr>
<td>Poland</td>
<td>EGDI</td>
<td>0.613</td>
<td>0.558</td>
<td>0.644</td>
<td>0.648</td>
</tr>
<tr>
<td></td>
<td>IDI</td>
<td>0.495</td>
<td>0.595</td>
<td>0.622</td>
<td>0.660</td>
</tr>
<tr>
<td></td>
<td>NRI</td>
<td>0.468</td>
<td>0.457</td>
<td>0.527</td>
<td>0.533</td>
</tr>
<tr>
<td>Slovakia</td>
<td>EGDI</td>
<td>0.589</td>
<td>0.564</td>
<td>0.629</td>
<td>0.615</td>
</tr>
<tr>
<td></td>
<td>IDI</td>
<td>0.486</td>
<td>0.594</td>
<td>0.585</td>
<td>0.658</td>
</tr>
<tr>
<td></td>
<td>NRI</td>
<td>0.528</td>
<td>0.477</td>
<td>0.490</td>
<td>0.517</td>
</tr>
</tbody>
</table>

Source: Author

The first step in the AHP method is to decompose the complex decision problem into the hierarchical structure with the goal at the top of the structure. The hierarchy then descended from the more general criteria in the second level to sub-criteria. The four considered decision alternatives are located at the bottom level of the hierarchy as depicted in the Fig. 1.
It has to be noted, that the usage of the AHP method is not a new discovery in the measurement of the e-government development. However, the main contribution of this paper lies in providing a new measurement framework, which reflects the actual trends in the e-government development. These trends are then based on the in-depth analysis of global e-government reports by the ITU [3], the UN [17], the WEF [19] and also the EU [1].

A decision table with the values for the selected alternatives can be seen from the Tab. 4. The data used are from 2014.
Tab. 4: A decision table for the evaluation of selected countries using AHP

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Alternatives</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Czech Republic</td>
</tr>
<tr>
<td>1.1</td>
<td>3.6</td>
</tr>
<tr>
<td>1.2</td>
<td>6.1</td>
</tr>
<tr>
<td>1.3</td>
<td>5.2</td>
</tr>
<tr>
<td>1.4</td>
<td>Y</td>
</tr>
<tr>
<td>1.5</td>
<td>6.5</td>
</tr>
<tr>
<td>2.1</td>
<td>3.7</td>
</tr>
<tr>
<td>2.2</td>
<td>4.43</td>
</tr>
<tr>
<td>2.3</td>
<td>131.3</td>
</tr>
<tr>
<td>2.4</td>
<td>74.1</td>
</tr>
<tr>
<td>2.5</td>
<td>6</td>
</tr>
<tr>
<td>2.6</td>
<td>0.2549</td>
</tr>
<tr>
<td>3.1</td>
<td>66</td>
</tr>
<tr>
<td>3.2</td>
<td>Y</td>
</tr>
<tr>
<td>3.3</td>
<td>23</td>
</tr>
<tr>
<td>3.4</td>
<td>21</td>
</tr>
</tbody>
</table>

Source: Author

4 Results and discussion

After the AHP model had been completed, a pairwise comparison of all the criteria belonging to a certain level was performed. Pairwise comparisons were performed systematically to include all the combinations of criteria and sub-criteria relationships. A matrix was formed in each group on the hierarchy. According to the data collected in the decision table, the criteria and sub-criteria were compared according to their relative importance with respect to the parent element in the adjacent upper level by using a nine-point scale. This scale ranges from 1/9 (least valued than), to 1 (equal), and to 9 (absolutely more important than).

Next, alternatives were compared by assigning corresponding numerical values based on the relative importance of alternatives under each of the sub-criterion in the decision hierarchy. In each level of the hierarchical structure, after comparing data in couples, the weight of each element was computed. The last step is to use the Eigen value approach to estimate the relative weight of decision elements and aggregate the relative weights of decision elements to arrive at a set of rating for the alternatives. For the accuracy of this application, an additional test reflecting AHP consistency (CR) was performed. Finally, a series of sensitivity analyses were conducted to investigate the impact of changing the priority of the criteria on the alternatives’ ranking.

To show the importance of preferences, two use cases were designed. The first one is focused on the “old” concept of e-government, which emphasized the role of the political environment and users’ readiness such as percentage of individuals using the Internet and global competitiveness index. The second use case is then focused on the “new”
concept of e-government using new trends and technologies such as open data, cloud computing or social network. In the Tab. 5, each sub-criterion weights in the “local column” is relative to the criterion of superior and in the “global column” is combining weights related to the goal.

Tab. 5: Criteria and their weights for the defined use cases

<table>
<thead>
<tr>
<th>Hierarchy of criteria</th>
<th>Use case 1</th>
<th>Use case 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Local</td>
<td>Global</td>
</tr>
<tr>
<td>1. criterion</td>
<td>0.540</td>
<td>-</td>
</tr>
<tr>
<td>1.1 sub-criterion</td>
<td>0.384</td>
<td>0.207</td>
</tr>
<tr>
<td>1.2 sub-criterion</td>
<td>0.209</td>
<td>0.113</td>
</tr>
<tr>
<td>1.3 sub-criterion</td>
<td>0.212</td>
<td>0.114</td>
</tr>
<tr>
<td>1.4 sub-criterion</td>
<td>0.080</td>
<td>0.043</td>
</tr>
<tr>
<td>1.5 sub-criterion</td>
<td>0.115</td>
<td>0.062</td>
</tr>
<tr>
<td>2. criterion</td>
<td>0.297</td>
<td>-</td>
</tr>
<tr>
<td>2.1 sub-criterion</td>
<td>0.217</td>
<td>0.064</td>
</tr>
<tr>
<td>2.2 sub-criterion</td>
<td>0.159</td>
<td>0.047</td>
</tr>
<tr>
<td>2.3 sub-criterion</td>
<td>0.244</td>
<td>0.072</td>
</tr>
<tr>
<td>2.4 sub-criterion</td>
<td>0.210</td>
<td>0.062</td>
</tr>
<tr>
<td>2.5 sub-criterion</td>
<td>0.094</td>
<td>0.028</td>
</tr>
<tr>
<td>2.6 sub-criterion</td>
<td>0.076</td>
<td>0.023</td>
</tr>
<tr>
<td>3. criterion</td>
<td>0.163</td>
<td>-</td>
</tr>
<tr>
<td>3.1 sub-criterion</td>
<td>0.195</td>
<td>0.032</td>
</tr>
<tr>
<td>3.2 sub-criterion</td>
<td>0.138</td>
<td>0.022</td>
</tr>
<tr>
<td>3.3 sub-criterion</td>
<td>0.276</td>
<td>0.045</td>
</tr>
<tr>
<td>3.4 sub-criterion</td>
<td>0.391</td>
<td>0.064</td>
</tr>
</tbody>
</table>

Fig. 2 shows the final weights for the selected alternatives for each use case. Based on these results, the main findings are discussed as follows. In terms of the selected alternatives, the Czech Republic is regarded as the highest priority by decision maker compare to Hungary, Poland and Slovakia for both use case. It is found that Hungary is more focused on the “old” concept of e-government and Slovakia is more focused on the “new” concept of e-government.

The results have important implications for governments, especially in Hungary, that they should place more emphasis on the criteria of cloud computing, social media, open and big data, because the importance of these technologies is still increasing in the society. Also the other European countries may be compared using the proposed AHP model. For future studies, more alternatives which encompass both domestic and international aspects may be added to the current research.

Source: Author
Conclusion and future research directions

The aim and partial objectives were completed successfully. E-government aims at increasing the convenience and accessibility of government services and information to citizens, businesses and also governments. Therefore, the purpose of this paper was to develop a decision support model by using AHP. The proposed model addresses the most relevant issues in selecting the country with the best e-government system based on the defined hierarchy of the criteria. This paper also analyzed the structure of the selected e-government development frameworks and indices to introduce the issue of redefining and reweighting of these indices and their attributes.

The future research will be directed to the extension of this model to cover the other EU Member States or countries in the world, while the selected attributes may be omitted or reweighted to measure the impact of new technologies on the e-government development, e.g. using the framework presented in [8]. The proposed model can be also used to calculate a new index using the hierarchy of criteria defined in the Table 2, where all these attributes will get weight according to their importance for the e-government development, e.g. as it was proposed in [10].
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MACROECONOMIC AND CAPITAL MARKET DETERMINANTS OF INITIAL PUBLIC OFFERINGS: A TIME-SERIES ANALYSIS IN THE POLISH CAPITAL MARKET
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Abstract: The main objective of this study is to indicate the influence of local macroeconomic and capital market factors on the values of IPOs in Poland over the period of 2003 to 2012. Our sample includes 330 local enterprises that conducted an IPO on the Main Market of the Warsaw Stock Exchange after Polish EU accession. The models for which estimation results are presented in this paper reveal that the individual country regression analysis working with untransformed IPO values (Model 1) did not generate significant parameter estimates. On the other hand, a logarithmic transformation of IPO values leads to persistently significant estimates for our regressions. Based on the Model (2) the empirical evidence supported the hypothesis that Polish ten-year government bond yields (indicating the price of competing financing funds) have explanatory power for IPO values. However, our assumption that also other macroeconomic- and capital market indicators have explanatory power for IPO values in the Polish capital market could not be supported by empirical evidence.
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Introduction

Substantial academic literature devotes a significant amount of research to emphasising the importance of the financial system to economic growth. Kominek [14] summarises recent empirical research and concludes that “well developed financial systems stimulate economic growth”. Although the continental financial system is traditionally focused on banking, there is increasing interest in the stock markets and initial public offering (IPO) implementation [e.g. 22, 27].

Most of the studies examining initial public offerings examine the following issues: IPO determinants, i.e. motivations for going public, timing of the IPO, underwriter selection, under-pricing, signalling, IPO process issues, the decision to stay private and IPO pricing process [3]. Academic research dealing with initial public offerings’ determinants focuses on the analysis of two categories: the external factors such as macroeconomic and capital market environment [1, 13] and the internal factors such as the tendency of a company to reduce leverage or to obtain capital for new projects [4, 20].

Relations between the number of IPOs and macroeconomic factors have been investigated for example by Loughran et al. [19]. His paper reviews the IPO timing in fifteen countries in relation to inflation-adjusted stock price indexes and GDP growth rates. The results suggest a positive relationship between the number of IPOs and stock price levels, however no positive correlation with the cycle movements. Rydqvist and Högholm [29] compare the data for a sample of family-owned enterprises in Sweden (1970–1991) and eleven European countries (1980-1989). They find that “most going public
activity took place after an exceptionally sharp stock price increase, and that going public activity is not related to the business cycle”. Ljungqvist [18] suggests that high number of IPOs is positively correlated with both high stock index levels and good business conditions and tends to follow phases of extensive IPO underpricing. Breinlinger and Glogova [4] investigate the explanatory power of selected macroeconomic factors influencing IPOs by analysing a data set of annual IPO volumes for six developed continental European countries over a time period of 18 years. The authors followed the question if there are stable indications that IPOs depend on stock index returns for what they termed consolidated periods. The results show that a “logarithmic transformation of IPO volumes (representing authors’ supposition of a nonlinear relationship between IPO volumes and stock index returns) leads to persistently significant estimates for both pooled and individual country regressions”. The hypothesis that percentage changes in savings, GDP growth and interest rates have explanatory power for IPO volumes could not be supported by empirical evidence. A paper by Ameer [1] shows a significant negative relationship between the interest rate and the number of IPOs and a significant positive relationship between the industrial production and the number of IPOs in the emerging market of Malaysia. Bilson et al. [2] find a moderate evidence to support the connection between local macroeconomic factors and stock returns in emerging markets.

Capital market determinants affecting going public activities have been empirically investigated by Peterle [23] and Roženský [28]. They address the issue of the attractiveness of primary capital markets in the CEE region and for this used quantitative a qualitative indicators.

The quantitative factors such as the capital market size, the capital market liquidity and stock market indices returns have been the subject of investigations. Peterle [23], who studied IPOs in the CEE region between 2000 and 2009, conclude that capital market factors such as “market size, liquidity and market capitalization to GDP do not have a decisive impact on IPO activities in the CEE region”. On the other hand, “the attractiveness of capital market as measured by annual stock index returns and by annual market and liquidity growth” could have been an incentive for decision makers about IPOs in the observed period.

Institutional and historical (i.e. qualitative) factors have been assessed by “soft” indicators such as perception of the capital market by enterprises, their confidence in the capital market and quality of the national regulations and structures. Roženský [28] also explored conditions created by local stock exchanges using the following indicators: cost of going public, administrative requirements towards issuers, market segmentation of the particular stock exchange and finally its marketing and public relations. Groh, Lichtenstein and Lieser [10] calculated composite indices to compare the attractiveness of 27 European countries for institutional investments into the Venture Capital and Private Equity. They conclude that “the investor protection and corporate governance rules and the size and liquidity of its capital market are likewise a proxy for the professionalism of the financial community, for deal flow and exit opportunities”.

1 Statement of the Problem

Academic studies conducted on CEE markets cover mainly descriptive statistical analyses of individual markets [23, 25, 28] and analyses of determinants and consequences of going public [15, 23, 28].
This study intends to study the explanatory power of selected macroeconomic and capital market factors on IPO values in Poland over the period 2003-2012 and thus to complement our prior research aimed at an analysis of the following question: What is the influence of local macroeconomic factors on the number of IPOs in Poland over the period of 2004 to 2012? “Unlike IPO numbers, IPO values (being monetary data) can appropriately reflect the extent to which the primary market was actually tapped – information that cannot be simply deduced from the number of IPOs” [4]. In this study we extend the IPO literature by analysing a unique set of data to test the existing theories examining the IPO determinants by using a quantitative model on the Polish capital market which is the most developed capital market in the region of Central and Eastern Europe (CEE).

Concerning the composition of the data set no previous paper has, to our knowledge, used either Polish IPO values data or the same time-series.

This paper is structured as follows. Section 2 describes the research design, i.e. data and methodology. Section 3 presents the empirical research results. The last section summarizes and provides concluding remarks.

2 Methods

2.1 Data Set

The nature of this study is based on the theory and previous empirical research. All macroeconomic and capital market indicators analysed in this paper have sufficient support in the finance academic studies [1, 4, 5, 17, 25, 28].

For purposes of this paper the following hypotheses have been outlined:

Hypothesis 1: There is a positive relationship between GDP growth rates and IPO volumes.

La Porta et al. assess the influence of economic conditions (namely the legal system) on the number of IPOs using a sample of 49 countries. La Portas et al. [17] research results show that “the quality of law enforcement, which is highly correlated with the level of GDP per capita, has a strong positive effect on the number of IPOs”. The authors identify a statistically significant relationship between long-term GDP growth rates, i.e. average annual percentage growth of per capita GDP for the period 1970 to 1993, on the number IPOs. Peterle [23] confirmed that macroeconomic factors, specifically “a quicker reform development in terms of governance and enterprise restructuring, competition, policy, improved business regulations and sizeable pension funds, could have had a positive impact on IPO activities in Poland in the 2000s”. On the other hand, the studies conducted by Rydqvist and Högholm [29] and Loughran et al. [19] show that the GNP short-term growth rates are no significant explanatory power for IPO activity across the sample of European countries. In a similar way, Breinlinger and Glogova’s analysis [4] of annual IPO volumes for six continental European countries over a time period of 18 years could not support the hypothesis that GDP growth rates have explanatory power for IPO volumes. Complementary to these empirical findings we want to test the explanatory power of GDP growth rates for IPO volumes for our sample.

Hypothesis 2: There is a negative relationship between the reference interest rate and IPO volumes.

Rees [26], concentrating on UK data, found no significant link between the number of IPOs and interest rates. Research results by Breinlinger and Glogova [4] also indicate that
there is no perceivably influence of interest rates (ten-year government bond yields/GBY) on demand for raising equity through IPOs. On the contrary, the study published by Ameer [1] reports the opposite. Ameer’s results [1] imply that “monetary policy has a direct impact on capital markets and that central bank intervention propagates IPO cycles in Malaysia”. Based on a paper by Jovanovic and Rousseau [13] Ameer [1] supposed a negative relationship between interest rate and the number of IPOs. We also included this assumption in our investigation.

Hypothesis 3: There is a positive relationship between industrial production growth rates and IPO volumes.

The industrial production index as a measurement of the output of an economy also helps to map structural economy development. The industrial production index rate is the indication of business lifecycle and business life cycle affects by its fluctuations the stock market prices. Besides, authors say that enterprises enter capital markets when other enterprises enter them too, meaning potentially higher overall industrial production [7, 20]. Therefore, industrial production growth analysis is a next part of our investigation.

Hypothesis 4: There is a positive relationship between the stock market index returns and IPO volumes.

The pessimism and optimism which affects stock markets is in alignment with investor sentiment theory and the market timing theory. As the stock market index mirrors the investor’s willingness to invest or not, the number of IPOs vary accordingly. Enterprises are more likely to implement IPOs when the stock market promises higher returns and therefore profit for enterprises and also for potential investors. Studies by Loughran et al. [19], Rees [26] and Rydqvist and Högholm [29] detect a significantly positive influence of stock index levels and stock index returns on the number of IPOs. Brzeszczynski [5] analysed the number of new IPOs and the main stock market index (WIG) returns for the Polish stock market over a period from 1997 to 2008. He detects the correlation coefficient between those two variables 0.0244 when IPOs and stock market index return are analysed simultaneously. However, the value of this index is 0.5683 when the WIG returns are lagged by one year. Brzeszczynski [5] concluded that “the number of IPOs in emerging markets and the profitability of the public offers are related to macroeconomic conditions, business cycles and stock market activity. In most emerging market countries there is a time lag between movements of the stock market index and decisions to launch new IPOs”.

Hypothesis 5: There is a positive relationship between private equity investments volume and IPO volumes.

Private equity investors view emerging markets as a suitable opportunity to diversify their investment portfolios and to catch excess risk premiums. In the financial literature the going public strategy has been considered for an important channel how venture capitalists can leave investee companies [8].

This paper is based on evidence from the Polish capital market over the period of 2003 to 2012. Our sample includes only local enterprises that conducted an IPO on the Main Market of the Warsaw Stock Exchange (WSE). The IPO data were obtained from the WSE Fact Books [30] and Federation of European Securities Exchanges (FESE) [9]. Macroeconomic data such as gross domestic product growth rates (GDPGR), reference interest rates (GBY), industrial production growth rates (IPGR), Warsaw stock exchange index (WIG) and private equity investments (PEI) were obtained from the Polish National
Bank (PNB) [24], OECD Stat Extracts [21] and European Venture Capital Association (EVCA) [11].

Tab. 1 shows an overview of the variables outlined above, their data sources and calculations and expected sign expressing the relation of these variables to the dependent variable.

**Tab. 1: Source Data and Data Description**

Note: IPOs on the Main Market of the Warsaw Stock Exchange, only Locals

<table>
<thead>
<tr>
<th><strong>Explanatory Variables</strong></th>
<th><strong>Data Sources</strong></th>
<th><strong>Calculation</strong></th>
<th><strong>Expected Sign</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>% Real GDP Growth Rates in Period $t-1$ ($GDP_{t-1}$)</td>
<td>OECD Stat Extracts, PNB</td>
<td>annual growth rates in % (using yearly closing dates)</td>
<td>+</td>
</tr>
<tr>
<td>% Industrial Production Growth Rate in Period $t-1$ ($IPG_{t-1}$)</td>
<td>OECD Stat Extracts, PNB</td>
<td>in % (using yearly closing dates)</td>
<td>+</td>
</tr>
<tr>
<td>% Ten-Year Government Bond Yields in period $t-1$ ($GYB_{t-1}$)</td>
<td>PNB</td>
<td>in % (using yearly closing dates)</td>
<td>-</td>
</tr>
<tr>
<td>% Change in Stock Market Index Returns in period $t-1$ ($WIG_{t-1}$)</td>
<td>OECD Stat Extracts</td>
<td>in % (using yearly closing dates)</td>
<td>+</td>
</tr>
<tr>
<td>Private Equity Investment as % of GDP in period $t-1$ ($PE_{t-1}$)</td>
<td>EVCA Yearbooks</td>
<td>in % (using yearly closing dates)</td>
<td>+</td>
</tr>
<tr>
<td>Gross Domestic Product in period $t$ ($GDP_t$) / $t-1$ ($GDP_{t-1}$)</td>
<td>OECD Stat Extracts</td>
<td>in EUR m (using yearly closing dates)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Dependent Variable</strong></th>
<th><strong>Data Sources</strong></th>
<th><strong>Calculation</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>IPOs value in period $t$ ($IPO_t$) / $t-1$ ($IPO_{t-1}$)</td>
<td>WSE Fact Books, FESE</td>
<td>in EUR m (using yearly closing dates)</td>
</tr>
</tbody>
</table>

*Source: Authors*

Tab. 2 reflects market statistics of the annual going public numbers and values at the Warsaw Stock Exchange, Main Market.
Tab. 2: Summary Statistics for the Sample of IPOs in Poland (2003-2012)

Panel A: Distribution of IPOs’ Numbers and Values by Year

<table>
<thead>
<tr>
<th>Year</th>
<th>Value of IPO Shares (in EUR m)</th>
<th>Proportion (%)</th>
<th>Number of IPO Shares</th>
<th>Proportion (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2003</td>
<td>288</td>
<td>1.30</td>
<td>6</td>
<td>1.82</td>
</tr>
<tr>
<td>2004</td>
<td>3,124</td>
<td>14.14</td>
<td>36</td>
<td>10.91</td>
</tr>
<tr>
<td>2005</td>
<td>1,809</td>
<td>8.19</td>
<td>35</td>
<td>10.61</td>
</tr>
<tr>
<td>2006</td>
<td>1,085</td>
<td>4.91</td>
<td>38</td>
<td>11.52</td>
</tr>
<tr>
<td>2007</td>
<td>5,097</td>
<td>23.07</td>
<td>81</td>
<td>24.55</td>
</tr>
<tr>
<td>2008</td>
<td>2,235</td>
<td>10.12</td>
<td>33</td>
<td>10.00</td>
</tr>
<tr>
<td>2009</td>
<td>1,701</td>
<td>7.70</td>
<td>13</td>
<td>3.94</td>
</tr>
<tr>
<td>2010</td>
<td>4,006</td>
<td>18.13</td>
<td>34</td>
<td>10.30</td>
</tr>
<tr>
<td>2011</td>
<td>1,931</td>
<td>8.74</td>
<td>38</td>
<td>11.52</td>
</tr>
<tr>
<td>2012</td>
<td>819</td>
<td>3.70</td>
<td>16</td>
<td>4.85</td>
</tr>
<tr>
<td>Total</td>
<td>22,095</td>
<td>100.00</td>
<td>330</td>
<td>100.00</td>
</tr>
</tbody>
</table>

Panel B: Descriptive Statistics of IPOs’ Characteristics

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Median</th>
<th>Minimum</th>
<th>Maximum</th>
<th>St. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value of Offerings (EUR m)</td>
<td>44.09</td>
<td>7.83</td>
<td>0.032</td>
<td>2992.77</td>
<td>228.65</td>
</tr>
<tr>
<td>Number of Offerings</td>
<td>33.00</td>
<td>34.50</td>
<td>6.00</td>
<td>81.00</td>
<td>19.46</td>
</tr>
<tr>
<td>% of Primary Shares</td>
<td>52.35</td>
<td>49.05</td>
<td>8.07</td>
<td>99.03</td>
<td>33.08</td>
</tr>
</tbody>
</table>

Panel C: Descriptive Statistics of Explanatory Variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Median</th>
<th>Minimum</th>
<th>Maximum</th>
<th>St. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>% GDP Growth</td>
<td>4.29</td>
<td>4.20</td>
<td>1.60</td>
<td>6.80</td>
<td>1.58</td>
</tr>
<tr>
<td>% IPG</td>
<td>6.55</td>
<td>7.85</td>
<td>-3.90</td>
<td>12.90</td>
<td>5.14</td>
</tr>
<tr>
<td>% GBY</td>
<td>5.91</td>
<td>5.87</td>
<td>5.00</td>
<td>7.30</td>
<td>0.70</td>
</tr>
<tr>
<td>% WIG</td>
<td>17.85</td>
<td>27.09</td>
<td>-51.07</td>
<td>46.85</td>
<td>29.77</td>
</tr>
<tr>
<td>% PE</td>
<td>0.13</td>
<td>0.12</td>
<td>0.05</td>
<td>0.22</td>
<td>0.06</td>
</tr>
</tbody>
</table>

Source: [34, 50], Authors

2.2 Model Specifications

Based on above-hypotheses (Tab. 1) the following models are specified:

$$IPO_t = \alpha + \beta_1 IPO_{t-1} + \beta_2 GDPG_{t-1} + \beta_3 IPG_{t-1} + \beta_4 GBY_{t-1} + \beta_5 WIG_{t-1} + \beta_6 PE_{t-1} + u_t$$

(1)

Where the variables are defined as stated below:

$$IPO_t = \left( \sum_{j=1}^{p} FLP_j \times NB_j \right) \text{ (million)} \times DC/EUR$$

\( j = \) index of IPOs in period \( t \)
\[ p = \text{number of IPOs in period } t \]

\[ FLP_j = \text{first listed price of IPO}_j \]

\[ NB_j = \text{number of stocks of IPO}_j \]

\[ DC/EUR = \text{exchange rate of the PLN against the EUR for period } t \]

We also test this model formulation by taking first differences, “as the IPO series is not unambiguously stationary whereas first differences of IPOs are”.

\[
\ln \left( \frac{IPO_t \times 100}{GDP_t} \right) = \\
= \alpha + \beta_1 \ln \left( \frac{IPO_{t-1} \times 100}{GDP_{t-1}} \right) + \beta_2 GDP_t + \beta_3 IPG_{t-1} + \beta_4 GBY_{t-1} + \beta_5 WIG_{t-1} \\
+ \beta_6 PE_{t-1} + \epsilon_t
\]

(2)

2.3 Methodology

As follows from the research done [1, 4, 5], the situation in the year preceding the company’s initial public offering is crucial. Therefore, our models use one-year delay for all the explanatory variables in relation to the dependent variable. The idea behind the model specification (2) is to put IPO values into proportion with GPD. This ratio is connected with the assumption that “a nonlinear (specifically a logarithmic) relationship could possibly better model any dependence of IPO values on included independent variables than a linear one” [4]. Model (2) is tested with and without one year delay of the dependent variable as an explaining variable.

To estimate the model coefficients we used a panel data approach. The normality of the data was checked by the Kolmogorov–Smirnov test. The data was evaluated at the significance level of \( \alpha=5\% \). The model estimation was performed with the regression model and with the use of the Statistica.CZ software, version 12.

3 Problem Solving

Tab. 3 presents the results of the estimation of the model described with the formula (1). An important feature of the model is the one-year shift of new IPOs relative to the macroeconomic and capital market indicators. The unmodified IPO series are denominated in EUR. The model is statistically correct. Based on the F test (F-statistics) it can be stated that no significant dependences of IPO values on explanatory variables could be identified. The general performance of the model is satisfactory (R2 = 0.6543).
Tab. 3: Results of the Estimation Model Describing the IPO Values in Poland in the Years 2003-2012 with Macroeconomic- and Capital Market- Determinants (Model 1)

Dependent variable: $IPO_t$

<table>
<thead>
<tr>
<th>Explanatory variables</th>
<th>Coefficient</th>
<th>Standard Error</th>
<th>t-statistics</th>
<th>p-value</th>
<th>Significance a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>4972.68</td>
<td>7211.49</td>
<td>0.690</td>
<td>0.5127</td>
<td></td>
</tr>
<tr>
<td>$IPO_{t-1}$</td>
<td>-0.33</td>
<td>0.36</td>
<td>-0.910</td>
<td>0.3929</td>
<td></td>
</tr>
<tr>
<td>$GDP_{t-1}$</td>
<td>865.82</td>
<td>1301.91</td>
<td>0.665</td>
<td>0.5273</td>
<td></td>
</tr>
<tr>
<td>$IPG_{t-1}$</td>
<td>-185.50</td>
<td>439.56</td>
<td>-0.422</td>
<td>0.6857</td>
<td></td>
</tr>
<tr>
<td>$GBY_{t-1}$</td>
<td>-460.85</td>
<td>391.70</td>
<td>-1.177</td>
<td>0.2778</td>
<td></td>
</tr>
<tr>
<td>$WIG_{t-1}$</td>
<td>106.20</td>
<td>60.28</td>
<td>1.762</td>
<td>0.1215</td>
<td></td>
</tr>
<tr>
<td>$PEI_{t-1}$</td>
<td>39861.65</td>
<td>39140.59</td>
<td>1.018</td>
<td>0.3424</td>
<td></td>
</tr>
</tbody>
</table>

| Observations          | 10          |                |              |         |                 |
| Standard error of residuals | 4682.522    |                |              |         |                 |
| R                     | 0.8089      |                |              |         |                 |
| $R^2$                 | 0.6543      |                |              |         |                 |
| $F (6, 7) = 2.208$    | $p$-value 0.1618 |            |              |         |                 |

Source: Authors

Estimation results for model (2) are presented in Tab. 4. We put IPO values into proportion with GDP to investigate the assumption that a “nonlinear (a logarithmic) relationship could possibly better model any dependence of IPO values on included explanatory variables than a linear one” [6].

Interest rates expressing the price of a competing form of financing are the only macroeconomic factor with a statistically significant impact on the IPO values executed in Poland. The model uses one-year delay for the explanatory variable in relation to the examined phenomenon (GBYt-1 variable). The general performance of the model is satisfactory and statistically significant ($R^2 = 0.8913$, $p=0.004$). The parameter $\alpha$ amounted to -0.49 ($p=0.003$) and indicates a very strong influence of this variable on the IPO values. We can conclude that on average GBY decrease of 1% results in a more than proportional (by nearly 0.50%) decrease in the value of IPOs. Therefore, the hypothesis H2 was verified positively.

The hypotheses that GDP growth (H1), industrial production growth (H3), stock market index returns (H4) and private equity investments (H5) have explanatory power for IPO values in the Polish capital market could not be supported by the model (2). Therefore, the hypotheses H1, H3, H4 and H5 failed to be verified positively.
Tab. 4: Results of the Estimation Model Describing the IPO Values in Poland in the Years 2003-2012 with Macroeconomic- and Capital Market- Determinants (Model 2)

Dependent variable: \( \frac{\text{IPO}_{t}}{\text{GDP}_{t}} \times 100 \)

<table>
<thead>
<tr>
<th>Explanatory Variables</th>
<th>Coefficient</th>
<th>Standard Error</th>
<th>t-statistics</th>
<th>p-value</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>1.21</td>
<td>2.16</td>
<td>0.561</td>
<td>0.5926</td>
<td></td>
</tr>
<tr>
<td>( \frac{\text{IPO}<em>{t-1}}{\text{GDP}</em>{t-1}} \times 100 )</td>
<td>-0.19</td>
<td>0.26</td>
<td>-0.713</td>
<td>0.4989</td>
<td></td>
</tr>
<tr>
<td>GDPG(_{t-1})</td>
<td>0.37</td>
<td>0.44</td>
<td>0.844</td>
<td>0.4264</td>
<td></td>
</tr>
<tr>
<td>IPG(_{t-1})</td>
<td>-0.06</td>
<td>0.12</td>
<td>-0.491</td>
<td>0.6387</td>
<td></td>
</tr>
<tr>
<td>GBY(_{t-1})</td>
<td>-0.49</td>
<td>0.11</td>
<td>-4.423</td>
<td>0.0031  **</td>
<td></td>
</tr>
<tr>
<td>WIG(_{t-1})</td>
<td>0.02</td>
<td>0.02</td>
<td>1.218</td>
<td>0.2628</td>
<td></td>
</tr>
<tr>
<td>PEI(_{t-1})</td>
<td>-2.84</td>
<td>9.22</td>
<td>-0.308</td>
<td>0.7667</td>
<td></td>
</tr>
</tbody>
</table>

Observations 10

Standard error of residuals 1.2018

\( R \) 0.9441

\( R^2 \) 0.8913

\( F (6, 7) = 9.573 \)

\( p\)-value 0.0044 **

Source: Authors

4 Discussion and Conclusions

In this paper we investigated the explanatory power selected macroeconomic and capital market factors have for IPO values in Poland by analysing a data set of annual IPO values for Poland over a time period of 2003 to 2012. Companies’ specific aspects were excluded. Previous researches of this issue [e.g. 1, 4, 5, 20] conducted under conditions in terms of both developed and emerging countries show no consistent results regarding the explanatory power of macroeconomic and capital market indicators and values of capital raised by IPOs.

Our sample includes only local enterprises that conducted an IPO on the Main Market of the Warsaw Stock Exchange. The main conclusions of this work are: Firstly, individual country regression analysis working with untransformed IPO values (Model 1) did not generate significant parameter estimates. This result implies that the business cycle indicated by GDP and industrial production growth rates as well by the level of private equity investments has not a direct impact on the IPO values in the Polish capital market. In this respect, our research results are similar to those of the study by Breinlinger and Glogova [4]. They concluded that “percentage changes in GDP growth have no significant influence on IPO values”. Contrary to the conclusions by Peterle [23], who indicates an importance of the capital market characteristics supporting its “attractiveness for investors, as measured by annual index returns and annual market and turnover growth”, our results does not support the assumption that the attractiveness of a capital market
for investors measured by annual stock index returns to be an important factor for amounts of capital raised by IPOs. The last conclusion of this study is that a logarithmic transformation of IPO values leads to persistently significant estimates for our regressions. Based on the Model specification (2) the empirical evidence supported the hypothesis that Polish ten-year government bond yields (indicating the price of competing financing funds) have explanatory power for IPO values. However, our assumption that also other macroeconomic- and capital market indicators have explanatory power for IPO values in the Polish capital market could not be supported even by the Model (2).
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ASSESSING THE DEGREE OF BALANCE BETWEEN STAFF DISPOSITIONS AND THEIR JOB POSITIONS USING FUZZY LOGIC

Renáta Myšková

Abstract: Management of many Czech enterprises, especially SMEs, is able to respond flexibly to the current changes in their surroundings while using mainly the quality of its employees to gain a competitive advantage. Ever increasing is thus the importance of personal dispositions, skills and knowledge of employees that affect their work performance. It is undisputed that staff of the enterprise strongly influences all business operations, however, the measurement of these impacts is problematic, as they are mostly the so called soft factors. In terms of supporting the overall economic results of the company as well as in terms of ensuring employee satisfaction, it is, inter alia, very important to ensure the balance between the dispositions of a worker and his/her job function. This need not occur only in employee recruitment but also in job redeployment or in determining the cause of unsatisfactory work performance. This paper describes and makes use of an indicator, which in mathematical terms allows companies to evaluate the level of balance between staff dispositions and their job functions, not only by assessing an individual, but also by assessing individuals in relation to a group of workers and a group of jobs. The aim is to achieve an optimal balance between the skills of employees and their job functions. The indicator Degree of balance between the staff dispositions and job positions was constructed using fuzzy logic. Its use is shown in a real example that draws on the practice of a small enterprise engaged in assembling and servicing of hardware devices.

Keywords: Balance between staff dispositions and their jobs, Skills of staff, Job performance, Fuzzy sets, Management of human resources, Personnel economics.

JEL Classification: M51, M12, C630.

Introduction

Evaluation of employees, their work behaviour and job performance is covered by many authors, both economists and psychologists (see e.g. [4], [3]; [2], [6], [5], [10]), because these are important aspects affecting the success of businesses. Job performance is affected by subjective dispositions of people (e.g. physical and mental qualities and abilities of a person in relation to the job, qualifications of the person, volitional qualities of the person) as well as objective prerequisites of job performance, thus external circumstances in which it takes place [13].

Evaluation of employees and their performance is closely tied to the specification of job tasks, formulation of evaluation criteria and their differentiation in relation to the type of activity. According to Palán [16], the performance of an individual, group or organization can be measured extensively (volume of production and services over a certain period), but it is preferable to use the intensive measurement method (the indicator of labour productivity, the appreciation rate of inputs, etc.).
Job performance thus includes not only the quantity and quality of work but also the willingness, attitude to work, work behaviour, employee turnover, absenteeism, attendance and other characteristics. Regarded as important are dispositions of an employee for work performed because the optimal utilization of employee personal dispositions gives rise to manufacturing flexibility (MF), and promotion of effective utilization of corporate resources. [14]

In connection with the evaluation of workers and their dispositions, a need emerges to define skills utilisation [17], because the evidence base on skills utilisation is relatively sparse [8].

In examining personality, various forms of structured interviews are used (see e.g. [22]). Slaughter et al. [21], Lievens and Sackett [12], Schmitt and Chan [20] recommended, in evaluating employees, to use situational judgment tests (SJT’s) as a means to assess a number of job-related knowledge, skills, abilities and other characteristics (KSAO’s), however, at the same time they mention certain limitations thereof in identifying interpersonal skills. Also, Dayan et al. [7], Goffin et al. [9] emphasize that when evaluating employee we may experience problems due to poorly set parameters or improper assessment thereof. Vetráková, Potkány and Hitka [23] recommended in the evaluation of employees also using the services of specialized organizations outsourcing.

The error rate of evaluation can be mitigated by the application of psychology [6] as well as by the use of meta-analyses [11]. In connection with the requirements for employees, Arthur and Villado [1] use predictors while defining a predictor as “a specific behavioural domain, information about which is sampled via a specific method”. The behavioural domain of predictors (i.e. what is measured) can be defined through theories of psychological constructs (e.g. knowledge, skills and abilities), theories of work situations/requirements, or even some combinations thereof. This statement corresponds with the indicator Degree of balance between the staff dispositions and their job positions, which was constructed using fuzzy logic and is described and applied in the context of this article.

1 Defining the bases for monitoring balance between the staff dispositions and their job functions

1.1 Determinants of employees’ conduct and job performance dispositions

Rules for the interaction of people can be defined by three fundamental concepts: cooperation, effort, performance [18]. Cooperation is necessary to enable the group to act as a single entity, effort affects the worker’s abilities and skills and the performance of the whole team depends on how the allocation of work roles to individuals respects their employment status.

The conduct and behaviour of employees can be considered from several aspects, for example:

• how people accept objective influences in their surroundings (rational point of view),
• how psychological personality traits are manifested (emotional point of view),
• how people's behaviour is influenced by social factors.
In evaluating an employee’s dispositions and his/her abilities to perform certain activities, it is necessary to distinguish the impact of external factors from personal dispositions.

To identify the impact of external factors on employee conduct are applied, for example, in terms of consensus (Do other workers behave in the same situation in the same way?), consistency (Does the worker behave in this situation in the same way as on other occasions?), and diversity (Does the worker behave in other situations in a different way?).

1.2 Determinants of job performance

A person’s job performance is dependent on his/her dispositions, motivation and working conditions. A person can realize performance on condition that he/she has adequate professional training and willingness.

The level of job performance is then the result of psychological reactions of the employee.

There are many job performance evaluation criteria and they can be direct indicators (the amount of work over time, quality of work for a certain period of time, timeliness of performance, etc.) as well as indirect indicators (e.g. the stability of performance over time, how long a person keeps a performance standard, changes in human mental processes during the performance, the occurrence and frequency of wrongful conduct). Employee performance evaluation must focus not only on the results of the work, but also on working and social behaviour, abilities, and other characteristics of the individual.

Work performance can therefore be assessed also with respect to the employees’ dispositions and their willingness to devote themselves fully to their job. It also follows that job performance is affected by factors stemming from individual employee’s goals and his/her value system, but also from interpersonal relationships.

To achieve optimum performance, the employer has to create suitable working conditions and also clearly define the requirements associated with a concrete job position.

An unsatisfactory work performance may be caused by a wrong choice of employee for a specific position when taking up the job or when being transferred to another type of work performed. It is therefore necessary both to improve the decision making process in recruitment or redeployment of the existing staff, and to specify the characteristics of job positions and seek the optimum combination [19].

1.3 Job description, specification and quantification of work

Before starting the process of filling vacant positions it is necessary to define requirements as precisely as possible that will be imposed on the candidates. This implies the need to create a description of jobs (in the literature also referred to as positions) describing its purpose, tasks, powers and responsibilities, including prerequisites of eligible candidates. The job description should also include objectives and criteria (staffing requirements) associated with this position. At the same time, it is necessary to update the description at specified intervals, based on an analysis of the job. The analysis of jobs must also provide information about their mutual relations. It is necessary not only to specify the required work, but also to quantify it.
1.4 Defining requirements for employees in connection to jobs

To ensure a high-quality selection process, it is necessary to define, along with a description of the job (the position), requirements to be met by the candidates (workers).

These requirements are divided into several basic categories, which include: vocational, language and other special skills and abilities (including required education), motivational requirements, personal flexibility, responsibility and loyalty, management skills and experience, personal qualities and social skills, work experience, health.

With these characteristics, it is necessary to determine which are necessary and which are desired (and may be obtained, for example, during job training or may be replaced with other requirements). Usually, it is not a problem to define professional, technical and language requirements, but the problem is setting requirements in the area of personal and social characteristics of the candidates. Usually, the following are regarded as the most important:

- Loyalty,
- responsibility,
- positive work attitudes,
- employment stability,
- ability and willingness of work drive,
- intrinsic employee motivation (related to the accordance of their personal goals with their work).

2 Using the indicator Degree of balance between the staff dispositions and job functions (DBSDJF)

The emergence of this indicator is a result of a causal analysis of a deductive character. If we define the worker’s unsatisfactory performance as a known consequence, this analysis aimed to determine the causal chain that begins as the consequence under consideration and ends with identification of the primary cause of the problem. In this case, the deductive causal analysis was focused on finding the causes of the unsatisfactory performance in the field of personnel management.

The causal chain was expressed as follows:

Unsatisfactory job performance → inadequate skills and qualifications for the job → error in assigning the job → incorrect evaluation of the employee when being assigned with the job.

The DBSDJF indicator was designed to allow or rather facilitate finding the best possible match between the employee (and the work he/she performs) and his/her job position [15]. The basic prerequisite for using this indicator is that each position under consideration has the most accurate description. If this condition is met, we can:

a. define partial demands and their importance in relation to a specified job position,

b. evaluate each candidate (or the existing staff) with regard to the requirements defined.
3 Applying fuzzy logic in the evaluation of staff dispositions with regard to the job position

3.1 Evaluation of the degree of balance between the staff dispositions and job positions using the A o B composition

The basic prerequisite for the construction and use of the proposed indicator is that the job description, requirements and ensuing assessment of the worker in each required field (qualification, skills, abilities) shall be expressed in numerical terms in the interval <0;1>, where:

- 0 corresponds to "totally unacceptable", 1 to "totally satisfactory" in evaluating employee dispositions with regard to the requirements imposed,
- 0 corresponds to "not required", 1 to "is necessary" in determining if the disposition is required as a criterion in the respective job position.

The more accurately (more detailed definition) and responsibly the evaluation is carried out, the higher the information value is of the proposed indicator.

If these conditions are met, it is possible to find an optimum staffing level with workers who are available, using indicators of the balance between staff dispositions and job position DB

Each worker is assigned an identification variable \( x_i \) for \( i \in <1, 2, ..m> \), wherein \( m \) corresponds to the number of employees.

Specified desired characteristics (required knowledge and skills of workers) are expressed with a variable \( y_i \) for \( i \in <1, 2, ..n> \), wherein \( n \) is the total number of defined requirements (partial characteristics).

Job positions are described by variables \( z_i \) for \( i \in <1, 2, ..m> \), wherein \( m \) is the total number of job positions.

The importance of meeting the requirements specified \( y_i \) with regard to the job position is numerically evaluated in the interval <0;1>. Based on the evaluation of candidates in the recruitment process, it is possible to quantify (again, in the interval <0;1>) the extent to which the applicant meets the requirements arising from the job position.

The fuzzy relation \( A \) in \((X,Y)\) expresses the evaluation of partial dispositions of individual employees with respect to the requirements imposed, the fuzzy relation \( B \) in \((Y, Z)\) expresses the bare minimum of the fulfilment of requirements for the respective job position.

The indicator of the Degree of balance between the staff dispositions and job positions \( DB_{SDJF} \) is expressed as a composition \( B \circ A \), thus:

\[
DB_{SDJF} = f_{B \circ A} (X, Z) = \max (\min f_A (x,y) , f_B (y,z)) \quad \text{for} \; y \in Y.
\]

\( x_i \) – identification variables of employees,
\( i \in <1, 2, .. m> \), \( m \) = the number of employees,

\( y_i \) – required performance characteristics (knowledge and skills),
\( i \in <1, 2, .. n> \), \( n \) = the number of characteristics,

\( z_i \) – job position,
The procedure used for calculation of $B \circ A$:

1. Compare a couple of components $(x_i, y_i)$ and $(y_i, z_i)$ and others. Consequential selection of lower component $= \min f_A(x, y), f_B(y, z)$.
2. Select a maximum value for construction of $B \circ A$.

### 3.2 Evaluation of the degree of balance between the staff dispositions and job positions — application in business practice (analysis of the problem)

The application of the $DB_{SDJF}$ indicator is presented on an actual example of practice of a small business whose management solved a problem of the need to find a manager and a technician-dealer among six persons of the existing staff employed in the service centre. According to the owner, there was no considerable difference among their dispositions, and therefore an opportunity presented itself to assess their skills and abilities against the requirements of the respective jobs using the $DB_{SDJF}$ indicator. At the same time, an opportunity presented itself to clarify the requirements as well as the job positions of service engineers and find out how existing employees comply with the requirements for this position.

Each employee was assigned an identification variable $x_i$ for $i \in \{1, 2, \ldots, 6\}$, and also the required knowledge and skills of employees were specified and expressed through a variable $y_i$ for $i \in \{1, 2, \ldots, 7\}$.

Given that these are long-time and responsible workers who have high loyalty to their employer, it is not necessary to include all basic categories of requirements in the evaluation (see above). Partial characteristics were therefore chosen after consultation with the owner of the company as follows:

- $y_1$ — technical expertise,
- $y_2$ — economic knowledge,
- $y_3$ — communication skills,
- $y_4$ — the ability to give reasons and evaluate,
- $y_5$ — willingness to learn
- $y_6$ — independence and ability to lead and make decisions,
- $y_7$ — willingness to work flexible hours (e.g. due to family circumstances).

The job positions are described with variables $z_i$ for $i \in \{1, 2, \ldots, 6\}$. The job positions $z_1$ through $z_4$ were defined for service engineers, therefore, these were existing positions, while the position $z_5$ was newly created for the head of the service department, and so was the position $z_6$ for the technician-dealer.

The fuzzy relation $A$ in $(X, Y)$ contains the evaluation performed by the managing director and assesses the level of fulfilment of each partial dispositions of the employees against the defined requirements (Table 1). The fuzzy relation $B$ in $(Y, Z)$ gives the bare minimum for meeting the requirements specified for the particular job position (Table 2).
**Tab. 1:** Comparison of partial dispositions of the employees against the requirements defined for each job positions

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>y₁</th>
<th>y₂</th>
<th>y₃</th>
<th>y₄</th>
<th>y₅</th>
<th>y₆</th>
<th>y₇</th>
</tr>
</thead>
<tbody>
<tr>
<td>x₁</td>
<td></td>
<td>0.9</td>
<td>0.2</td>
<td>0.5</td>
<td>0.6</td>
<td>0.7</td>
<td>0.85</td>
<td>0.6</td>
</tr>
<tr>
<td>x₂</td>
<td></td>
<td>0.85</td>
<td>0.1</td>
<td>0.75</td>
<td>0.75</td>
<td>0.8</td>
<td>0.75</td>
<td>0.8</td>
</tr>
<tr>
<td>x₃</td>
<td></td>
<td>0.7</td>
<td>0.35</td>
<td>0.65</td>
<td>0.65</td>
<td>0.75</td>
<td>0.7</td>
<td>0.9</td>
</tr>
<tr>
<td>x₄</td>
<td></td>
<td>0.75</td>
<td>0.65</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.55</td>
<td>0.7</td>
</tr>
<tr>
<td>x₅</td>
<td></td>
<td>0.65</td>
<td>0.55</td>
<td>0.8</td>
<td>0.6</td>
<td>0.65</td>
<td>0.65</td>
<td>0.75</td>
</tr>
<tr>
<td>x₆</td>
<td></td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.75</td>
<td>0.8</td>
<td>0.7</td>
<td>0.8</td>
</tr>
</tbody>
</table>

*Source: [author]*

**Tab. 2:** Bare minimum for meeting the requirements specified for the particular job position

<table>
<thead>
<tr>
<th></th>
<th>B</th>
<th>z₁</th>
<th>z₂</th>
<th>z₃</th>
<th>z₄</th>
<th>z₅</th>
<th>z₆</th>
</tr>
</thead>
<tbody>
<tr>
<td>y₁</td>
<td></td>
<td>0.9</td>
<td>0.9</td>
<td>0.9</td>
<td>0.9</td>
<td>0.9</td>
<td>0.7</td>
</tr>
<tr>
<td>y₂</td>
<td></td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.6</td>
<td>0.8</td>
</tr>
<tr>
<td>y₃</td>
<td></td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.9</td>
<td>0.8</td>
</tr>
<tr>
<td>y₄</td>
<td></td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.6</td>
<td>0.9</td>
</tr>
<tr>
<td>y₅</td>
<td></td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.9</td>
<td>0.9</td>
</tr>
<tr>
<td>y₆</td>
<td></td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.7</td>
<td>1</td>
</tr>
<tr>
<td>y₇</td>
<td></td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>1</td>
<td>0.8</td>
</tr>
</tbody>
</table>

*Source: [author]*

The other tables (Table 3 and Table 4) present methods for calculating the composition B o A.

**Tab. 3:** The calculation of B o A

<table>
<thead>
<tr>
<th>x₁, z₁</th>
<th>0.90</th>
<th>0.20</th>
<th>0.50</th>
<th>0.30</th>
<th>0.60</th>
<th>0.30</th>
<th>0.50</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.90</td>
<td>0.90</td>
<td>0.20</td>
<td>0.50</td>
<td>0.30</td>
<td>0.60</td>
<td>0.30</td>
<td>0.50</td>
</tr>
<tr>
<td>0.90</td>
<td>0.90</td>
<td>0.20</td>
<td>0.50</td>
<td>0.30</td>
<td>0.60</td>
<td>0.30</td>
<td>0.50</td>
</tr>
<tr>
<td>0.90</td>
<td>0.90</td>
<td>0.20</td>
<td>0.50</td>
<td>0.30</td>
<td>0.60</td>
<td>0.30</td>
<td>0.50</td>
</tr>
<tr>
<td>0.90</td>
<td>0.90</td>
<td>0.20</td>
<td>0.50</td>
<td>0.30</td>
<td>0.60</td>
<td>0.30</td>
<td>0.50</td>
</tr>
<tr>
<td>0.70</td>
<td>0.70</td>
<td>0.20</td>
<td>0.50</td>
<td>0.60</td>
<td>0.70</td>
<td>0.70</td>
<td>0.60</td>
</tr>
<tr>
<td>x₂, z₁</td>
<td>0.85</td>
<td>0.10</td>
<td>0.50</td>
<td>0.30</td>
<td>0.60</td>
<td>0.30</td>
<td>0.50</td>
</tr>
<tr>
<td>0.85</td>
<td>0.85</td>
<td>0.10</td>
<td>0.50</td>
<td>0.30</td>
<td>0.60</td>
<td>0.30</td>
<td>0.50</td>
</tr>
<tr>
<td>0.85</td>
<td>0.85</td>
<td>0.10</td>
<td>0.50</td>
<td>0.30</td>
<td>0.60</td>
<td>0.30</td>
<td>0.50</td>
</tr>
<tr>
<td>0.85</td>
<td>0.85</td>
<td>0.10</td>
<td>0.50</td>
<td>0.30</td>
<td>0.60</td>
<td>0.30</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>0.85</td>
<td>0.10</td>
<td>0.75</td>
<td>0.60</td>
<td>0.80</td>
<td>0.70</td>
<td>0.80</td>
</tr>
<tr>
<td>-----</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td>x_{3i}</td>
<td>0.70</td>
<td>0.30</td>
<td>0.50</td>
<td>0.30</td>
<td>0.60</td>
<td>0.30</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>0.70</td>
<td>0.30</td>
<td>0.50</td>
<td>0.30</td>
<td>0.60</td>
<td>0.30</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>0.70</td>
<td>0.30</td>
<td>0.50</td>
<td>0.30</td>
<td>0.60</td>
<td>0.30</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>0.70</td>
<td>0.35</td>
<td>0.65</td>
<td>0.60</td>
<td>0.75</td>
<td>0.70</td>
<td>0.90</td>
</tr>
<tr>
<td>x_{4i}</td>
<td>0.75</td>
<td>0.30</td>
<td>0.50</td>
<td>0.30</td>
<td>0.60</td>
<td>0.30</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>0.30</td>
<td>0.50</td>
<td>0.30</td>
<td>0.60</td>
<td>0.30</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>0.30</td>
<td>0.50</td>
<td>0.30</td>
<td>0.60</td>
<td>0.30</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>0.60</td>
<td>0.70</td>
<td>0.60</td>
<td>0.70</td>
<td>0.55</td>
<td>0.70</td>
</tr>
<tr>
<td>x_{5i}</td>
<td>0.65</td>
<td>0.30</td>
<td>0.50</td>
<td>0.30</td>
<td>0.60</td>
<td>0.30</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>0.65</td>
<td>0.30</td>
<td>0.50</td>
<td>0.30</td>
<td>0.60</td>
<td>0.30</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>0.65</td>
<td>0.30</td>
<td>0.50</td>
<td>0.30</td>
<td>0.60</td>
<td>0.30</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>0.65</td>
<td>0.55</td>
<td>0.80</td>
<td>0.60</td>
<td>0.65</td>
<td>0.65</td>
<td>0.75</td>
</tr>
<tr>
<td>x_{6i}</td>
<td>0.70</td>
<td>0.30</td>
<td>0.50</td>
<td>0.30</td>
<td>0.60</td>
<td>0.30</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>0.70</td>
<td>0.30</td>
<td>0.50</td>
<td>0.30</td>
<td>0.60</td>
<td>0.30</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>0.70</td>
<td>0.30</td>
<td>0.50</td>
<td>0.30</td>
<td>0.60</td>
<td>0.30</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>0.70</td>
<td>0.60</td>
<td>0.70</td>
<td>0.60</td>
<td>0.80</td>
<td>0.70</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>0.70</td>
<td>0.70</td>
<td>0.70</td>
<td>0.75</td>
<td>0.80</td>
<td>0.70</td>
<td>0.80</td>
</tr>
</tbody>
</table>

Source: [author]

The final values of the indicator are stated in Table 4.
Tab. 4: $DB_{SDJF} = f_{B \circ A}(X, Z)$

<table>
<thead>
<tr>
<th></th>
<th>$z_1$</th>
<th>$z_2$</th>
<th>$z_3$</th>
<th>$z_4$</th>
<th>$z_5$</th>
<th>$z_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1$</td>
<td>0.9</td>
<td>0.9</td>
<td>0.9</td>
<td>0.9</td>
<td>0.9</td>
<td>0.85</td>
</tr>
<tr>
<td>$x_2$</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.8</td>
</tr>
<tr>
<td>$x_3$</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.9</td>
<td>0.8</td>
</tr>
<tr>
<td>$x_4$</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.7</td>
</tr>
<tr>
<td>$x_5$</td>
<td>0.65</td>
<td>0.65</td>
<td>0.65</td>
<td>0.65</td>
<td>0.75</td>
<td>0.8</td>
</tr>
<tr>
<td>$x_6$</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.8</td>
<td>0.8</td>
</tr>
</tbody>
</table>

Source: [author]

4 Discussion

Based on the calculation of values of the $DB_{SDJF}$ indicator, best suited for the position of the head of the service centre is the employee $X_1$, who, however, is also an eligible candidate for the position of the technician-dealer. In terms of the criteria under consideration, this is the best employee in the observed group. Similar results in relation to the newly created job positions were also achieved by the employee $x_3$, however, his assessment for the position of the head is slightly worse. It can therefore be recommended that the job position of the head of the service centre be filled by the employee $x_1$ and the job position of the technician-dealer by the employee $x_3$.

The results show that the indicator made it possible to find suitable workers for the newly created positions in connection with the final evaluation of all employees of the service centre. At the same time, however, we can also evaluate the fulfilment of the requirements in the remaining positions of service workers by the other employees (the rankings of the employees in relation to the degree of fulfilment of the specified requirements: $x_2, x_4, x_6, x_5$). The results were forwarded to the managing director of the company where the evaluation of dispositions of employees took place.

Conclusion

Proper evaluation of staff dispositions for a job position is one of the prerequisites not only for achieving his/her expected work performance, but also for ensuring his/her satisfaction with the work performed. The better you define criteria resulting from the analysis of the job position, the more precisely you can define requirements for applicants for this job, and then determine to what extent they meet these requirements. In this sense, it is also the creators of criteria and evaluators, their experience and objectivity that play an important role.

Based on the defined characteristics of the job position, the $DB_{SDJF}$ indicator allows assessing the suitability of a worker for the position, in relation to other workers or candidates. The advantage of the $DB_{SDJF}$ indicator is that it does not evaluate just one worker in relation to a job position, but it allows comparing a set of workers (and their quality) and a set of jobs (and requirements based thereon). This allows us to find an optimal staffing procedure to appoint the most suitable staff to the positions, since the $DB_{SDJF}$ indicator finds the best match of abilities of the workers and the requirements that resulted from the analysis of these positions.
As has been shown, this indicator can also be used in comparing the degree of staff dispositions in the same positions (in the example given, these were positions of service engineers). Given the possibility to supplement and change the requirements for the staff on the basis of new experience and knowledge (or at regular intervals), the evaluation of staff dispositions using the DBSDJF indicator can be further elaborated.
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Abstract: The academic literature offers many examples of firms which have achieved significant improvement via lean management implementation. These firms usually apply well-defined lean tools. The impact of its implementation is well established in the literature, which means they can use it as a guidebook. The essence of lean management is the creation of a culture that encourages learning and thus continuous process improvement through simplifying and standardizing the way work is performed and systematically attacking problems as they occur. This paper is divided into two parts. The first part summarizes available relevant materials about lean healthcare and its methods, applications, results (academic or practitioner literature, case studies, etc.) and creates a complex study of this very current topic. The second part introduces the results of a survey focused on medical staffs’ knowledge of lean methods which was carried out in 2013 in various Czech medical facilities. Both parts point out the ergonomic principles in lean healthcare and its benefits.
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Introduction

Without any doubts, lean philosophy leads to reduce disruptions, process variability and wasting. On the other hand it can increase productivity and efficiency. Before implementing of this philosophy, it is necessary to ensure that all involved staff is aware of lean principles, history and purposes. Employees who go along with lean philosophy are the key for its successful implementation.

For the reasons stated above, the first part of this paper introduces from five perspectives; the WHEN and WHERE, WHAT, HOW and WHY. The perspectives “WHEN and WHERE” briefly describe the beginnings of lean in manufacturing and also in healthcare and its origin. The part “WHAT” defines the essence of lean as a pure process simplifying and waste reduction; describes the most important and usable lean tools and methods. The pure knowledge of lean methods, techniques and approaches is not sufficient. It is necessary to know how the lean practices work and which its results are. The last part called “WHY” offers main reasons for implementing lean philosophy to both industry and healthcare. In terms of manufacturing, lean generally leads to reducing waste and increasing productivity. Whereas in healthcare lean can remove unnecessary procedures, but first of all, it can eliminate disruptions which may cause fatal consequences.

1 4W & 1 H of LEAN

1.1 The WHEN and WHERE of Lean

In 1990 James Womak published a comparative study of American, Europe and Japanese automotive production systems in which he used the phrase “lean manufacturing” but not its meaning. Lean manufacturing or industry engineering is strongly
connected with TPS (Toyota Production System), but it is deeper rooted. TPS was
developed from Henry Ford’s production system, and Henry Ford developed F. W. Taylor’s
scientific management of manufacturing – thus “lean” has its beginnings at the turn
of the twentieth century [2, 14].

Lean had its beginnings on the production floor at Toyota Production System, then
migrated to other enterprises and these days is more and more producing benefits
in services, including healthcare [8].

The precise date of the first application of lean in healthcare is uncertain. In 1995
Heinbuch offered a lean solution in a particular case of just in time method. His work was
dealing with physical inventory reduction in hospitals. A similar application regarding
implementing lean approaches in healthcare was made by Jacobs and Pelfrey in 1995.
Speculations about the potential use of lean in healthcare were put forth by the NHS
Modernisation Agency in 2001. Bushell and Shelest described a pilot implementation
of lean in a mid-sized hospital in the U.S.A. – this work was focused on patient flow
improvement. Other similar publications of positive results of lean implementation in the
area of medical facilities increased the interest about the topic Evidence presented in the
literature indicates that lean has been embraced across the public services, including
healthcare since 2005 [1, 10].

1.2 The WHAT of LEAN

Literature on lean is generally divided into two categories, which are nevertheless
strongly linked: the definition of tools and practices and the lean implementation – research
and case studies. These research and case studies address the specific lean methods, tools
and approaches that result in the highest performance [9].

The lean tools are mostly grouped according to their impact on functional areas
of the company (e.g., Just-in-Time, Total Quality Management, Total Productive
Maintenance, SMED, Pull System, Kaizen, Ergonomics, etc.). Pure process simplifying
and waste reduction is considered the essence of lean. Actually, Womack and Jones
encourage lean companies to identify all wasting activities and eliminate them, because
wasteful activities are those that do not add value from a customer perspective. However
lean is not only concerned with waste elimination and cost reduction. Hines point out that
in fact there are two ways to increase customer value, by reducing waste and thus the cost
of products or services; or by increasing the value-adding activities without increasing the
cost of goods or services [10].

As a customer (patient, in the case of lean healthcare) “buys” only value added activities,
it is extremely important to define lean value stream, which provides increased value
to a customer in a more efficient and cost-effective manner. Value adding time in hospital
means diagnostic time (collecting and analyzing clinical information), active care time
(clinical interventions), passive care time (under observations, no interventions) and positive
wasting time (patient’s condition is likely to improve without interventions). Non-value
adding time is superfluous time (not needed diagnostics, observations or interventions),
administrative time, passive wasting time (no change in patient’s condition is expected)
and negative wasting time (patient’s condition is likely to deteriorate). Many authors argue
that lean is not rocket science; it is basically only waste reduction in all processes [6].

1.2.1 Wastes in Healthcare

The eight wastes targeted by lean manufacturing, all of which can apply to healthcare:
1. **Overproduction** – making more of something than the next process needs. This waste shows up most commonly in batching work. In medical facilities it can include tests, paperwork or claims [8, 11]. Thaiichi Ohno, who is considered the father of the Toyota Production System (TPS), said that “in a period of low economic growth, overproduction is a crime.” [2]

2. **Inventory** – as the major cost to healthcare is for carrying inventory or supplies, it is the most important kind of wasting from the hospital perspective. In this case it is necessary to find inspiration in lean manufacturing when the overall cost of delivery is considered to define ideal shipment and its frequency.

3. **Motion** – the easiest way to consider what this type of wasting means is walking or any other body movements. A lot of walking waste originates from poor layout design or a lack of optimal working conditions. In the field of hospitals or any other medical facilities it should be, more than elsewhere, body movements linked with patient manipulation which can cause a musculoskeletal disorder.

4. **Transportation** - in manufacturing this appears as moving parts around. In healthcare this kind of waste shows up when moving patients, tests, materials and information around.

5. **Over processing** – it means doing more than customers require. From the point of view of a patient, it could be multiple claim forms.

6. **Defects** – the second most important type of wasting in lean healthcare. Defects, corrections, adjustments or inaccurate information may cause many problems. For example, an incorrect label on a blood tube can cause irreversible errors in a process.

7. **Waiting** – in any form, waiting is a waste. It can be, e.g., waiting in an emergency room for an available bed, waiting for equipment to arrive from another department, waiting for a doctor, nurse or operating room, test results or information.

8. **Under-utilizing staff** - inadequate using of knowledge, skills, education and creativity which employees possess is a serious waste. It is important to highlight that the people closest to the work know it best; they are experts and they just have to be trained in problem solving and lean techniques but they also have to share their knowledge and experiences [8, 11, 13].

1.3 **The HOW of LEAN**

A pressing issue for researchers but also for practitioners is explaining “how” implementing lean practices leads to improvement. Many authors argue that the pure knowledge of lean methods, techniques and approaches is not sufficient. It is necessary to combine doing work with learning to do work better –it is really important to continuously monitor the work results, make it immediately apparent when results contrary to expectations are occurring – mainly in the case of lean healthcare [9].

It is not easy to implement lean; nevertheless the most difficult issue is to control it and to continuously improve it. According to the Dennis, lean production is not only a set of techniques; it should become a path that must be approached with spirit of humility and lifelong learning. Irving Layton’s motto says: “They dance best who dance with desire.” The author believes that intensity is the soul of lean production and team members are its heart [2].
1.4 The WHY of LEAN

The main reason for implementing lean methods is the fact that lean leads to less disruptions and therefore to higher stability. According to Dennis, “STABILITY” is the main object of the lean. Archimedes motto: “Give me a place to stand, and I can move the earth”, explains the importance of stability either in the production factors (man, machine, material, method) in the case of production or in other areas. Dennis argues that the stability starts with visual management, 5S workplace organization and TPM (Total Productive Maintenance). All of them support standardization and provide point-of-use information that eases decision making [2].

Implementation of lean in healthcare, particularly in hospitals, should remove duplicate processes and unnecessary procedures and also eliminate disruptions which may cause fatal consequences [10].

One of the most common examples of medical disruption is adverse drug reaction, which can be caused, e.g., by incorrect drugs application. Lazarou et al. analyzed records for prescribed medications for 33 million U.S. hospital admissions in 1994. It discovered 2.2 million serious injuries due to prescribed drugs; 2.1% of in-patients experienced a serious adverse drug reaction, 4.7% of all hospital admissions were due to a serious adverse drug reaction, and fatal adverse drug reactions occurred in 0.19% of in-patients and 0.13% of admissions. The authors estimated that 106,000 deaths occur annually due to adverse drug reactions [3, 7].

A five-country survey published in the Journal of Health Affairs found that 18 – 28 % of people who were recently ill had suffered from a medical drug error in the previous two years. The breakdown by country showed the percentages of those suffering a medical or drug error were 18 % on Britain, 23 % in Australia and in New Zealand, 25 % in Canada, and 28 % in the USA. In the USA more people died in each year from medical errors in hospitals than those dying from road traffic accidents, breast cancer or even AIDS [12].

Although lean is increasingly prevalent in healthcare, there is only little evidence of a full implementation of lean to the level achieved by Toyota. The literature suggests that healthcare organizations are implementing lean by using simple tools on small projects. In the UK, Radnor analyzed the annual reports 2007/2008 of 152 acute hospitals for evidence of lean led improvement activities. In the sample, 80 hospitals cite the applications of lean principles (e.g., process mapping, 5S, etc.), only 5 hospitals attested to the adoption of lean principles as part of the culture of the organization [10].

It is necessary to wise up that the center of all activities in medical facilities are patients – their safety, comfort and time, the aim of medical staff (doctors, nurses, etc.) is doing maximum to gain this objectives, for example by using ergonomic principles. Ergonomics is other very useful tool of lean. The ergonomic principles are commonly used in all types of industries, rarely in services, including medical facilities. Many authors argue that the implementation of its principles helps to prevent disruptions in medical processes by reduction of staff exhaustion and increase of patients comfort. Ergonomics is the scientific discipline concerned with the understanding of interactions among humans and other elements of a system, and the profession that applies theory, principles, data and methods to design in order to optimize human well-being and overall system performance. Ergonomists contribute to the design and evaluation of tasks, jobs, products, environments and systems in order to make them compatible with the needs, abilities and limitations of people [5].
The most recent US Department of Labor (DOL) summary statistics indicate that nursing aides, orderlies and attendants, along with two other occupations (truck drivers and non-construction laborers), account for one out of five musculoskeletal disorders (MSDs) reported nationally in 2001. The American Hospital Association has stated that work-related MSDs account for the largest proportion of Workers Compensation costs in hospitals and long-term nursing home facilities nationwide. In addition, the American Nurses Association reports that ergonomic injuries occur in nurses at a rate that is twice that found in the general working population [4].

The negative consequences of poor working environment in hospitals with respect to ergonomic principles are globally very serious problem. The survey presented in the second part of this paper analyses application of ergonomic principles in chosen Czech medical facilities and its impact on medical staff.

2 Survey: Application of Ergonomic principles, MSD’s Symptoms

The aim of the second part of this paper is the analysis of the current situation of medical staff’s knowledge of lean method in representative Czech hospitals, focusing on ergonomics.

In order to find out what is Czech medical staff’s knowledge of lean healthcare philosophy and tools was created a questionnare survey to evaluate the knowledge, working attitude, behaviors of participants and working environment in several Czech hospitals.

The survey was divided in two parts: overall interest of the hospitals staff in lean methods and ergonomic principles using in healthcare environment and their inpact on medical staff.

Main object of this part is find out the work environment of medical staff, which could directly affect the staff’s performance and patients comfort and rehabilitation conditions. The basic question were:

- Is MSD’s experience influenced by job position /doctors/nurses/paramedical staff/?
- Is MSD’s experience influenced by length of practice of participants?
- Is there any influence of length of practice on frequency of MSD’s symptoms occurency?
- Is there any difference in type of MSD’s symptoms and medical care sought for MSD’s?

The quantitative portion of this study comes from a survey of employees (doctors, nurses and paramedical staff) in various not-for-profit hospitals across the Czech Republic. The survey started in October 2013 and was executed online via survio.com.

Until now we collected a total of 279 completed surveys. Surveys were distributed to doctors, nurses and paramedical staff in selected state hospitals across the Czech republic (total of 12 hospitals). The collected data was statistically proved using different statistic methods, mostly by ANOVA.

The basic characteristics are displayed below.
Tab. 1: The basic characteristic of a sample

<table>
<thead>
<tr>
<th></th>
<th>Frequency (n)</th>
<th>Percent (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>42</td>
<td>15.05%</td>
</tr>
<tr>
<td>Male</td>
<td>237</td>
<td>84.95%</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18 - 29 years</td>
<td>87</td>
<td>31.18%</td>
</tr>
<tr>
<td>30 - 49 years</td>
<td>129</td>
<td>46.24%</td>
</tr>
<tr>
<td>50 and more</td>
<td>63</td>
<td>22.58%</td>
</tr>
<tr>
<td><strong>Practice</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than 5 years</td>
<td>60</td>
<td>21.51%</td>
</tr>
<tr>
<td>5 - 10 years</td>
<td>66</td>
<td>23.66%</td>
</tr>
<tr>
<td>10 and more</td>
<td>153</td>
<td>54.84%</td>
</tr>
<tr>
<td><strong>Position</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Doctor</td>
<td>42</td>
<td>15.05%</td>
</tr>
<tr>
<td>Nurse</td>
<td>174</td>
<td>62.37%</td>
</tr>
<tr>
<td>Paramedical staff</td>
<td>63</td>
<td>22.58%</td>
</tr>
<tr>
<td><strong>MSD’s experienced in the past</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experienced</td>
<td>215</td>
<td>77.89 %</td>
</tr>
<tr>
<td>Not experienced</td>
<td>64</td>
<td>22.11 %</td>
</tr>
<tr>
<td><strong>MSD’s frequency</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constantly</td>
<td>47</td>
<td>16.84 %</td>
</tr>
<tr>
<td>Weekly</td>
<td>87</td>
<td>31.18 %</td>
</tr>
<tr>
<td>Monthly</td>
<td>134</td>
<td>48.02 %</td>
</tr>
<tr>
<td>Infrequently</td>
<td>11</td>
<td>3.96 %</td>
</tr>
<tr>
<td><strong>Medical care sought for MSD’s</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>84</td>
<td>30.11 %</td>
</tr>
<tr>
<td>No</td>
<td>195</td>
<td>69.89%</td>
</tr>
<tr>
<td><strong>MSD’s symptoms</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pain</td>
<td>175</td>
<td>62.72%</td>
</tr>
<tr>
<td>edema</td>
<td>8</td>
<td>2.86%</td>
</tr>
<tr>
<td>tingling</td>
<td>20</td>
<td>7.16%</td>
</tr>
<tr>
<td>cramps</td>
<td>76</td>
<td>27.26%</td>
</tr>
</tbody>
</table>

Source: [15]

2.1 Results

According to the results, almost three – quarters of respondents are affected by the musculoskeletal disorders (MSD’s). The main reason of this result should be e.g. poor-designed workplaces or hard and time-consuming manipulation with patients without any ergonomic devices. Based on the results, 93 % of medical staff affected by MSD’s got a sick note.

In US, MSDs account for $1 of every $3 spent on workers compensation and affect 1.8 million workers each year. Many experts believe this numbers to be under-reported. Compared to other private industry sectors, the medical, economic, and social costs of work-related musculoskeletal disorders or ergonomic injuries in the healthcare environment are particularly serious and warrant special consideration. [4].
In the table below is displayed the influence of job position on MSD’s experience.

**Tab. 2: ANOVA Job position vs. MSD’s experience**

<table>
<thead>
<tr>
<th>Source of Variation</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>F</th>
<th>P-value</th>
<th>F crit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between Groups</td>
<td>49,54839</td>
<td>1</td>
<td>49,54839</td>
<td>113,6253</td>
<td>0,0000000000000000000057537</td>
<td>3,89249</td>
</tr>
<tr>
<td>Within Groups</td>
<td>80,23656</td>
<td>184</td>
<td>0,436068</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>129,7849</td>
<td>185</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: [15]

According to the results, job position does not have an influence on MSD’s experience. There is not difference between job position and inclination to MSD’s.

**Tab. 3: ANOVA Length of practise vs. MSD’s experience**

<table>
<thead>
<tr>
<th>Source of Variation</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>F</th>
<th>P-value</th>
<th>F crit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between Groups</td>
<td>0,263441</td>
<td>1</td>
<td>0,263441</td>
<td>0,313796</td>
<td>0,576041188</td>
<td>3,892494</td>
</tr>
<tr>
<td>Within Groups</td>
<td>154,4731</td>
<td>184</td>
<td>0,839528</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>154,7366</td>
<td>185</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: [15]

Regarding the MSD’s symptoms occurrence, we decided to analyze an influence of length of participants’ practice on MSD’s experience. As can be seen in the table above, length of practice has an impact on it. P-value is moving to 1, it means very strong correlation between proved factors.

Graph below shows us that the 17 % of respondents has the symptoms of MSDs constantly, almost 50 % weakly and 30 % monthly. Apparently, these physical problems are caused by high staff’s exertion. It is evident that each mistake made in healthcare services can cause fatal consequences. Therefore it is inevitable to take up appropriate actions – in our case to start up with applying the lean healthcare principals, especially ergonomics. In order to find out the influence of length of practice on frequency of MSD’s symptoms occurrence we carried out other ANOVA testing.
Fig. 1: MSD’s symptoms frequency

![Graph showing MSD's symptoms occurrence frequency]

Tab. 4: ANOVA Length of practise vs. frequency of MSD’s experience

<table>
<thead>
<tr>
<th>Source of Variation</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>F</th>
<th>P-value</th>
<th>F crit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between Groups</td>
<td>9,94086</td>
<td>1</td>
<td>9,94086</td>
<td>19,2293</td>
<td>0,000019</td>
<td>3,892494</td>
</tr>
<tr>
<td>Within Groups</td>
<td>95,11828</td>
<td>184</td>
<td>0,516947</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>105,0591</td>
<td>185</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: [15]

According to the results, length of participants’ practice does not have an influence on frequency of MSD’s experience. It could mean that there are other important factors which is necessary to prove. It could be wide spectrum of factors, eg. workplaces conditions, demography, social background, lifestyle, etc.

The respondents also indicated parts of their body which are affected by MSD’s. Apparently, as can be seen in the graph below, the most affected is the backbone; concretely lumbar, cervical and breast spine. Based on the results, the majority of MSD’s symptoms, exactly 63%, are accompanied by pain.
In the table below is seen the relation between type of MSD’s symptoms and medical care sought for MSD’s. P-value is 0.8027. It means very strong influence between these factors. It is evident that there are some symptoms which occurrence needs the medical care and others that do not need it. The most common symptoms and its occurrence is displayed in the graph below. As a serious one we could consider eg. edema or tingling of affected parts of body.

**Tab. 5: ANOVA Type MSD’s symptoms experienced vs. medical care sought**

<table>
<thead>
<tr>
<th>ANOVA</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>F</th>
<th>P-value</th>
<th>F crit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between Groups</td>
<td>0.048387</td>
<td>1</td>
<td>0.048387</td>
<td>0.062566</td>
<td>0.802764</td>
<td>3.892494</td>
</tr>
<tr>
<td>Within Groups</td>
<td>142,3011</td>
<td>184</td>
<td>0.773375</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>142,3495</td>
<td>185</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: [15]
3 Discussion

Healthcare sector is very specific area, but also methods of industrial engineering, including ergonomics, can be applied both in production and in the non-manufacturing sector. This is evidenced by numerous international studies dealing with these problems.

Czech health care facilities are almost untouched as regards the lean healthcare. The crucial point is consciousness that the benefits of the implementation of some chosen methods of lean healthcare can have a very positive effect on economic indicators, which could be a good argument at a time when some Czech facility is on the verge of bankruptcy. The results of my work could be a basis for an appeal to the management of healthcare facilities that took a step toward lean healthcare decided to implement lean tools, especially applying of ergonomic principles (ergonomic tools, training, audits). Through the application of ergonomic principles the occurrence of occupational diseases would be eliminate. The occupational diseases carries double cost - the cost of refund of wages for inability to work and cost of often very prolonged treatment.

Last but not least the uncomfortable working conditions lead to medical disruption, both due to exhaustion of the medical staff, and because of the negative impact on the patient himself.

Conclusion

This paper introduced the WHEN, WHAT, HOW and WHY of lean in both industry and healthcare. In order to emphasize the importance of lean methods, tools and approaches were reviewed some international statistics related to medical disruptions, as the goal of lean methods is to eliminate errors and to increase procedural stability. This paper presented results of our own survey, focused on ergonomics in Czech hospitals. The results alerted to the poor work environment in medical facilities which can be a reason for musculoskeletal disorders, claimed by 73 % of participants. Undoubtedly, it should indirectly influent patient´s comfort and safety.
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Abstract: There is a growing interest in applying lean in healthcare. Healthcare services around the world have adopted industrial engineering methods and process improvement methodologies from the manufacturing sector, known as lean production. The aim of this paper is to provide a review of the existing literature on lean healthcare and to publish basic results of survey focused on Czech medical staff’s knowledge of lean healthcare philosophy. Focus of this article is not to detail lean principles and concepts. The article explores challenges and opportunities faced by organizations that intend incorporating lean management principles and presents the specific context of the healthcare industry. Though there seems to exist an agreement about the potential of lean healthcare, it remains a challenge for academics and practitioners to evaluate lean healthcare under a more critical perspective. This paper aims to describe how the lean healthcare philosophy has been applied and to assess how trends and methods of approach in lean healthcare have evolved over the years.
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Introduction

The idea of lean healthcare or lean services is not new. A concept which works well in industry has become a great example of using “best practises” to increase work efficiency. Therefore various attempts have been made since 70s’ to improve service performance in healthcare sector. Many of new studies talk about costs and non-value added activities reduction, increasing quality, reducing errors and increasing employee motivation and customer satisfaction. Public services all over the world are pressured to increase their efficiency and save money. This trend gives an opportunity to researchers to study this topic in detail and to assess which of the time-proven methods could be used in healthcare to make the health care efficient.

1 Introducing Lean

Lean is a multi-faceted concept that requires organizations to exert effort in several areas simultaneously. The evolution of production systems is tightly linked to the story of Toyota Motor Company (TMC), which initiated the lean manufacturing process. By 1950, the entire Japanese auto industry was producing an annual output equivalent to three days of U.S. car production. Therefore, Eiji Toyoda was sent to the U.S. to study manufacturing methods. Based on his findings and through much iteration, the Toyota Production System (TPS) evolved and provided a tool that made use of innovation and common knowledge. [26]

The evolution of production systems is tightly linked to the story of Toyota Motor Company (TMC) which initiated the lean manufacturing process. By 1950, the entire Japanese auto industry was producing an annual output equivalent to three days of US car production. Therefore Eiji Toyoda was sent to the US to study manufacturing methods. Based on his findings and through much iteration, the Toyota Production System (TPS)
evolved and provided a tool that used innovation and common knowledge. [26] Although lean concepts were initially developed to improve car production, a study showed that the lean principles could be applied to virtually any manufacturing system. [29]

The precise date of the first application of lean in healthcare is uncertain. Joseph Juran, who linked manufacturing and the healthcare industry, wrote: “…as the health industry undertakes … change, it is well advised to take into account the experience of other industries in order to understand what worked and what has not.” … [4]

In minds of many, the health industry is different. This cannot be disclaimed. History, technology and culture of the healthcare industry is completely different. However, the decisive factors in what works and what does not are the managerial processes, which are alike for all industries. [18]

This is the reasoning that allows the lean production principles to be applied in the healthcare industry, despite the principles were originally developed for application in other industries.

2 Why to implement Lean in hospitals?

Lean is a management model that was born in manufacturing and is now taking hold in health care. Focused on patient needs, it uses a bottom-up approach to identify and fix broken systems anywhere in an organization. Lean engages all staff as well as leaders in redesigning processes for greater efficiency and quality. [20]

Healthcare systems are very costly and the inpatient treatment in hospitals is a major part of these costs. The question is, how can greater efficiency be effected without influencing the core business of a hospital - the cure of patients. Through improving the process flow of facility management (FM) processes, savings within these processes and less disturbance of primary processes should be accomplishable. [17]

The main reason for implementing lean methods is the fact that lean leads to less disruptions and therefore to higher stability. According to Dennis, “STABILITY” is the main object of the lean. Archimedes motto: “Give me a place to stand, and I can move the earth”, explains the importance of stability either in the production factors (man, machine, material, method) in the case of production or in other areas. Dennis argues that the stability starts with visual management, 5S workplace organization and TPM (Total Productive Maintenance). All of them support standardization and provide point-of-use information that eases decision making. [12]

Implementation of lean in healthcare, particularly in hospitals, should remove duplicate processes and unnecessary procedures and also eliminate disruptions which may cause fatal consequences [21].

2.1 History of implementing Lean in healthcare

Although lean is increasingly prevalent in healthcare, there is only little evidence of a full implementation of lean to the level achieved by Toyota. The literature suggests that healthcare organisations are implementing lean by using simple tools on small projects. Experience from abroad shows that the interpretation of lean concept and industrial engineering methods outside of the industry is a challenge, and its success rests on understanding first that lean is a system, not a toolbox [2].
The reviewed literature shows that speculation about the potential use of “lean” in healthcare first appears in a work published by the NHS Modernisation Agency (2001). In 2002, Bushell and Shelest described a pilot implementation of lean in a mid-sized hospital in the USA. Specifically, the implementation was focused on the improvement of patient flow. This work increased interest about the subject, by claiming that good results were achieved.

The other example of successful implementation of comprehensive lean projects in healthcare institutions is Virginia Mason Medical Center in US. The hospital reported increased profit margins, decrease in deaths and decrease in the number of medication errors. Other reported benefits are an 85% reduction in how long patients wait for lab results, increased productivity by 93% and lowering inventory costs by $1 million [5].

Afterwards, there have been published several books suggesting implementation guidelines for lean in healthcare (see [3], [10], [32] or [32] for reference). However, it seems that healthcare delivery is still far from achieving the level of excellence of lean applications in manufacturing, such as the Toyota’s “way”. [7]

Hospital facilities are tied very ossified system of laws and health insurance companies are very conservative and do not have enough economically oriented employees who would be interested in reducing costs and improving the efficiency of individual processes. Often hospitals focus more on external conditions such as the right legislation or situation payers – insurance companies. They can not accept the idea of reducing internal costs and support their own equipment and their own staff.

2.2 Wasting

Lean thinking is a philosophy that requires the continuous elimination of waste or non-value-added elements from processes so that customers (or patients in healthcare industry) are given even greater value. These wastes are common in all industries and are not unique to healthcare.

Understanding waste is the most important in Lean thinking. People should realize which processes are wasteful and which add value to the customer – to the patient. "Rather than focusing on cutting personnel and assets, "lean healthcare" looks to improve patient satisfaction through improved actions and processes". [28] Only 5% of activities are Value Adding and 95% of activities are wasteful. [31] Peter Drucker says: "There is nothing so useless as doing efficiently that which should not be done at all." [31]

The pre-defined wasteful activities are described below [8], [1]:

- Overproduction. Producing something in excess, earlier, or faster than the next process needs it. In healthcare it can be e.g. printing clinical reports when they are not needed or reprinting labels “just in case” they are.

- Inventory. The cost of managing a large supply inventory may not be obvious at first glance, however, beside consumption follow-up and space required to store, there is a need to follow expiration dates and to constantly ensure that the items in the inventory are not technologically obsolete. Moreover, it was already shown that the overall cost of smaller and more frequent shipment is lower than a large-volume discount purchases. Example in healthcare system: retaining unnecessary forms or obsolete items or keeping unused supply closets.
• Movement. Moving or seeking patients, equipment, medication or charts unnecessarily far away or walking too far to find other staff members are the main examples of this type of waste. A lot of walking waste can arise from poor layout (or design of the working area).

• Transportation. In healthcare the wasting transportation can be evident when moving patients, lab tests, information, etc.

• Over-processing. There are times when material provided to the customers (patients) mandated by regulations can be confusing. Staff may be taking down unnecessary information from patients on admission, making multiple recordings and logs of data, writing by hand rather than by using a computer etc. Moreover, multiple insurance claim forms (mainly in the US), including ones that are not bills, can confuse the unexperienced “novice”.

• Defects (errors). There are many examples for these defects that can be related to poor labeling of tests, incomplete information in patients’ charts, misfiling or making mistakes in documents that must be corrected later, making mistakes that lead to complaints about service quality, or in instructions provided to referrals.

• Waiting. There is probably not much need to explain why waiting a few hours in line is a wasteful activity, as well as waiting for people to phone back, waiting for equipment to arrive from supplier departments etc.

• Under-utilizing staff. Under-use is not only time-dependent but also involves deeper levels such as not sharing knowledge or not taking advantage of someone’s skill and creativity. Under-use typically shows in hierarchical structures and not using teams.

Standard healthcare systems are not designed to make the process of care flow smoothly. Most are organized around functional departments such as pathology, radiology, radiotherapy etc., in which patients travel from one site to queue up at another. In such systems, a patient can typically spend a day in hospital for only 18 minutes of value-added-time: three minutes for a blood test and five for a radiograph (for example) and then ten minutes spent with a doctor. The focus of lean thinking in healthcare is on improving flow among activities of “core value” to organizations, and on individual patients and their journeys. [1]

Compared to other industries, health care has been slow to identify who the customer really is. Because of the complexity of the health care system, internal customers — physicians, hospitals, insurers, government, payers — have often driven processes. It is critically important that value be defined by the primary customer: the patient.

A perfect process creates precisely the right value for the customer. In a perfect process, every step is valuable (creates value for the customer), capable (produces a good result every time), available (produces the desired output, not just the desired quality, every time), adequate (does not cause delay), flexible, and linked by continuous flow. Failure in any of these dimensions produces some type of waste. [14]

The challenge is to revolutionize our expectations of healthcare: to design a continuous flow of work for clinicians and a seamless experience of care for patients. [1]
2.3 Factors of successful implementation

Authors of case studies focused on applying lean tools to healthcare often point out that the tools or methods would not have led to success on their own. Additional factors are frequently cited as central to the successful implementation. These factors are [23]:

- Wide-spread involvement. Any process change within an organization will have multiple stakeholders. Stakeholder involvement in the change effort is cited as a crucial factor to success. In healthcare systems, the typical stakeholders are frontline staff, local management, upper management and medical staff. The involvement of those who are stakeholders extends beyond the local departments to all those who are directly or indirectly influenced by the change. The goal is to provide a clear and consistent vision to guide the program and to help members of the organization to view Lean methods and quality as an integral part of their everyday work.

- Communication. This is reported by many authors as critical when implementing a Lean initiative. It is necessary to create an environment in which people feel free and safe to report issues and errors. Forms of communication include for example face-to-face meetings, regular meetings of staff and employees, emails, banners and various forms of visual communication. Several authors also highlight that publicizing the success of Lean projects makes change visible, inspires others within the hospitals and therefore encourages a culture of continuous improvement. [13]

- Organization Commitment and Support. This support means providing sufficient resources such as: funding for staff or IT systems, investment in training, development in project management and facilitation of change to support improvement activities. It is important for managers to spend time working with staff to resolve problems and encourage staff to try new ideas. [16]

- Training. A few authors specifically stated the importance of senior managers attending special training in the use of Lean tools, so that they are able to teach others how to use them. Authors emphasis that leaders also need to prepare staff for a change. The goal is to help staff understand and accept the reasons for implementing Lean, its benefits and challenges and what exactly Lean means for them personally. Ways of preparation include meetings to explain current situation, initial education of Lean, or Lean awareness workshop. According to several authors, staff preparation time varies from one week to several months. [6],[16]

- Problem-solving. Numerous authors highlight the importance of accurately identifying the problem and its root cause. Root cause analyses attempt to identify the source of a problem at a deep enough level that solution will prevent recurrence in the future. Subsequently comes experimenting on possible solutions to verify that the problem was diagnosed correctly. [24]

2.4 Inhibitors to Successful Lean Implementation

An important reason for failure in lean implementation to healthcare is that most organizations revert to old habits without successfully making the transformation to lean thinking and behaviors. [19]
One of the most salient inhibitors for the improvement community is believed to be the adaptation of Lean tools and concepts to a healthcare setting. Most of the existing examples are specific to manufacturing and there is an absence of translation of the manufacturing language for Lean into healthcare. [24]

Authors report that the difficulty is due to the lack of leaders with expertise, and trainees having limited knowledge of basic tools and skills commonly used in manufacturing. Several authors believe that there are still knowledge gaps in how management should facilitate effective lean learning processes and behaviors in hospitals. [19]

Therefore administrators and managers may be unprepared to provide their employees with the learning and experience necessary to develop a lean culture and mindset. Using unfamiliar terminology and examples foreign to the average healthcare worker hampers the acceptance of the methodology. [13],[16]

3 Current situation in selected Czech hospitals

In order to find out what is Czech medical staff’s knowledge of lean healthcare philosophy and tools, we created a survey and worked with several not-for-profit Czech hospitals. In evaluating the knowledge, working attitude and behaviors of participants, it is important to use both quantitative and qualitative methods. Quantitative data provides numerical and statistical information, and qualitative data provides the deep narrative on the context. The design of the survey was done using standard instrument design methods. [11]

Main object of our interest was the overall interest of the hospitals staff in lean methods and their attitude to any improvement activities. The basic questions were:

• Is there any difference in perception of lean initiatives of doctors/nurses/paramedical staff? (Does education have any influence?)

• Is interest in improvement activities influenced by length of practice? If so, does practice influence the interest in improvement activities in positive or in negative way?

The quantitative portion for this research comes from a survey of employees (doctors, nurses and paramedical staff) in various not-for-profit hospitals across the Czech Republic. The survey was administrated since October and November 2013. Until now we collected a total of 279 completed surveys. Surveys were distributed to doctors, nurses and paramedical staff in selected state hospitals across the Czech republic (total of 12 hospitals). The basic characteristics are displayed below.
Tab. 1: Basic characteristic of a sample.

<table>
<thead>
<tr>
<th>Category</th>
<th>Frequency</th>
<th>Percent (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>42</td>
<td>15,05%</td>
</tr>
<tr>
<td>Female</td>
<td>237</td>
<td>84,95%</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18 - 29 years</td>
<td>87</td>
<td>31,18%</td>
</tr>
<tr>
<td>30 - 49 years</td>
<td>129</td>
<td>46,24%</td>
</tr>
<tr>
<td>50 and more</td>
<td>63</td>
<td>22,58%</td>
</tr>
<tr>
<td><strong>Practice</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than 5 years</td>
<td>60</td>
<td>21,51%</td>
</tr>
<tr>
<td>5 - 10 years</td>
<td>66</td>
<td>23,66%</td>
</tr>
<tr>
<td>10 and more</td>
<td>153</td>
<td>54,84%</td>
</tr>
<tr>
<td><strong>Position</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Doctor</td>
<td>42</td>
<td>15,05%</td>
</tr>
<tr>
<td>Nurse</td>
<td>174</td>
<td>62,37%</td>
</tr>
<tr>
<td>Paramedical staff</td>
<td>63</td>
<td>22,58%</td>
</tr>
<tr>
<td><strong>Interest in improvement activities (kaizen)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absolutely interested</td>
<td>30</td>
<td>10,75%</td>
</tr>
<tr>
<td>Maybe interested</td>
<td>135</td>
<td>48,39%</td>
</tr>
<tr>
<td>Not interested</td>
<td>60</td>
<td>21,51%</td>
</tr>
<tr>
<td>Nothing to improve</td>
<td>54</td>
<td>19,35%</td>
</tr>
<tr>
<td><strong>Percieved influence on quality</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absolutely influencing</td>
<td>153</td>
<td>54,84%</td>
</tr>
<tr>
<td>Rather influencing</td>
<td>90</td>
<td>32,26%</td>
</tr>
<tr>
<td>Rather not influencing</td>
<td>30</td>
<td>10,75%</td>
</tr>
<tr>
<td>Definitely not influencing</td>
<td>6</td>
<td>2,15%</td>
</tr>
<tr>
<td><strong>Percieved rate of wasting</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 - 4 (0 = rarely, 4 = permanently)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overproduction</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>15</td>
<td>5,38%</td>
</tr>
<tr>
<td>1</td>
<td>78</td>
<td>27,96%</td>
</tr>
<tr>
<td>2</td>
<td>99</td>
<td>35,48%</td>
</tr>
<tr>
<td>3</td>
<td>54</td>
<td>19,35%</td>
</tr>
<tr>
<td>4</td>
<td>33</td>
<td>11,83%</td>
</tr>
<tr>
<td>Wasteful movements</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>25</td>
<td>8,96%</td>
</tr>
<tr>
<td>1</td>
<td>74</td>
<td>26,52%</td>
</tr>
<tr>
<td>2</td>
<td>90</td>
<td>32,26%</td>
</tr>
<tr>
<td>3</td>
<td>57</td>
<td>20,43%</td>
</tr>
<tr>
<td>4</td>
<td>33</td>
<td>11,83%</td>
</tr>
<tr>
<td>Defects</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>48</td>
<td>17,20%</td>
</tr>
<tr>
<td>1</td>
<td>93</td>
<td>33,33%</td>
</tr>
<tr>
<td>2</td>
<td>78</td>
<td>27,96%</td>
</tr>
<tr>
<td>3</td>
<td>30</td>
<td>10,75%</td>
</tr>
<tr>
<td>4</td>
<td>30</td>
<td>10,75%</td>
</tr>
</tbody>
</table>

Source: Author
3.1 Results

Below the perceived influence on quality depending on job position in hospital is displayed.

*Tab. 2: ANOVA: Perceived influence on quality vs. job position.*

<table>
<thead>
<tr>
<th>ANOVA</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th>P-value</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Source of Variation</td>
<td>SS</td>
<td>df</td>
<td>MS</td>
<td>F</td>
<td>P-value</td>
<td>F crit</td>
</tr>
<tr>
<td>Between Groups</td>
<td>10,4086022</td>
<td>1</td>
<td>10,40860215</td>
<td>21,57887085</td>
<td>0,00000645</td>
<td>3,89249438</td>
</tr>
<tr>
<td>Within Groups</td>
<td>88,7526882</td>
<td>184</td>
<td>0,482351566</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>99,1612903</td>
<td>185</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: Author

According to the results, job position does not have an influence on how hospital employees do perceive their influence on quality of health care. A good message is, that regardless the job position, almost 88% of the participants believe that they can influence the quality of health care directly. If they do realize that, we can suppose that they should be more willing to work on increasing the quality.

It may seem astounding, but based on the results, 91% of the intervention group participants have never heard about the Lean Healthcare concept. Only 9% of the participants do know the Lean Healthcare concept, mainly from medical journals or from internet.

We have also asked on what do the participants think the Lean Healthcare is consists in. 62% participants have no idea about meaning of the Lean healthcare concept. 14% of the intervention group thinks that Lean Healthcare is focused mainly in cost-saving and waste-reducing activities; 17% believe that Lean Healthcare consists in increasing work efficiency. Remaining 7% participant thinks that Lean Healthcare provides only a basic care to patients.

Another good result was given by participants according to their willingness to get involved in improvement activities, which is also not conditional on a job position they have.

*Tab. 3: ANOVA: Involvement in improvement activities vs. job position.*

<table>
<thead>
<tr>
<th>ANOVA</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th>P-value</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Source of Variation</td>
<td>SS</td>
<td>df</td>
<td>MS</td>
<td>F</td>
<td>P-value</td>
<td>F crit</td>
</tr>
<tr>
<td>Between Groups</td>
<td>1,94086</td>
<td>1</td>
<td>1,94086</td>
<td>5,181279</td>
<td>0,023983346</td>
<td>3,892494</td>
</tr>
<tr>
<td>Within Groups</td>
<td>68,92473</td>
<td>184</td>
<td>0,374591</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>70,86559</td>
<td>185</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: Author
Regarding the improvement activities, we decided to analyze an influence of length of participants’ practice on their attitude to improvement activities. As can be seen in the table below, length of practice has an impact on interest in improvement activities.

**Tab. 4: ANOVA: Involvement in improvement activities vs. length of practise.**

<table>
<thead>
<tr>
<th>Source of Variation</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>F</th>
<th>P-value</th>
<th>F crit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between Groups</td>
<td>1,209677</td>
<td>1</td>
<td>1,209677</td>
<td>1,590839</td>
<td>0,20880303</td>
<td>3,892494</td>
</tr>
<tr>
<td>Within Groups</td>
<td>139,914</td>
<td>184</td>
<td>0,760402</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>141,1237</td>
<td>185</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In order to prove the results above we have tested a correlation between the two factors. Measurement units of the correlation values are set up as follows: [17]

- 0,00 - 0,14 ⇒ very weak correlation;
- 0,15 - 0,24 ⇒ weak correlation
- 0,25 - 0,39 ⇒ middle strong correlation
- 0,40 - 0,50 ⇒ strong correlation
- 0,51 and above ⇒ very strong correlation

Correlation value between length of practice and interest in improvement activities is 0,5105. It means very strong correlation between these factors. Therefore we can say that willingness to improve is strongly influenced by length of practice. The longer practise participants have, the less interested they are in any improvement activities. This is not really a positive outcome.

The most positive feedback from the survey was given by 91 % of the intervention group when answering question about possible interest in learning methods which can increase an efficiency of their everyday work, such as waste reduction, new layouts, applying ergonomic principles etc. These results give a huge opportunity and suggest a role for practicing professionals to implement (or assist in implementation) Lean concept to healthcare. It also suggests a role for academics to study, characterize and disseminate best practices.

4 Conclusions and Future Directions

As the cost of health care continues to rise, hospitals are put under increasing pressure to reduce costs while improving patient safety and care, and reducing errors. New discoveries in medicines are being made and new treatments are being developed, but these will be no more important to healthcare services in the future than the results of lean thinking. Medical devices and equipment are very costly and therefore it is necessary for hospitals to seek all possible ways of reducing them. One of those ways can consist of optimizing processes and a use of industrial engineering methods to make the processes more effective.

Applying lean thinking to the healthcare sector can provide significant cost and process efficiencies. However, in order to realize and sustain these benefits fully, there is an urgent need to educate and empower healthcare staff in the Lean principles and methodologies.
Education and training in lean thinking should be an inseparable part of organisations’ competency frameworks to ensure consistency across all functions. Therefore there appears to be a significant need for the development of training materials and curricula that replace manufacturing jargon with healthcare terminology, contain healthcare-related examples. Much work remains to understand how to implement the lean model into healthcare.
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